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Abstract— Buffered crossbars have emerged as an advanta- A== é sH— 5
geous switch architecture mainly due to their scheduling éf o
ciency and capacity to operate directly on variable size paets. 54:'{ P ]LE %: 3 %4>:':
Such opc_aration requires crosspoint buffers at least as la® as A —— .«jg =
one maximum packet each. When we cannot afford that large ' UE) D "
crosspoint buffers, we are forced to segment packets. Althmh D F‘Eﬂ EE’T .
variable-size segments can be used to avoid padding overfiza & -
we are still left with the cost of reassembly buffers and the o
associated delays. This paper appliepacket mode schedulinip «
buffered cro?sbars _inblordt_ar to rerl?edy these_ sﬂo&tcomings;in; g
segments of a variable-size packet are switched consec 3 [cilczlcs] |
in time. We propose two scheduling schemesprobabilistic and N S S B
deterministic packet mode scheduling. The probabilistic case g‘ 2 | A
allows cut-through forwarding and operates with independat 2 8 i
crossbar output schedulers, but it requires reassembly bdérs. 3 & 1 3 3
Deterministic scheduling sacrifices some scheduler indepdence = T H A R B S S S
in order to eliminate the reassembly buffers. Using simulabn 3| Departures: | [AL1[A2] | [C1[C2[C3[BI[-:-
we show that it performs very close to buffered crossbars wit of B I P
no segmentation and large buffers at the crosspoints. s 5 B4l | | |
g alboo
1. INTRODUCTION g oL
a| Dep:[AT[A2[B1[B2[B3[B4[CI[C2][C3]

Crossbars are the building blocks for modern switching S S S — coll times.
fabric and router systems. Traditional crossbars are beffe T 2'3 45678 9 10 tme
—with buffering provided only on the ingress and egress line
cards— hence transmissions through the switch have to be
synchronized with each other, leading to operation withdfixe
size segments, callecklls As illustrated in Fig. 1, variable- . i i )
size packets are segmented at the inputs (where virtuplsoutntil all cells of the packet are switched. Since the egress |
queues, VOQs, reside), the cells are switched through d knows that all cells of a packet will arrive consecutive

crossbar, and the packets are reassembled at the outpete(wit iMe: (8) it needs no reassembly buffer, afi) it may start

real-output queues, ROQs, and reassembly buffers resid@f‘smitti”g the packet right away, ieut-throughis allowed.

before they are transmitted on the line Fig. 1 illustrates that packet mode scheduling reduces packet
If the switch is scheduled ignoring which cell belongs t§€/2y. The advantages are particularly important in system

which packetCell Modeoperation results, as illustrated in thd ©quiling low latency (_e.g_. multi-processor cluster m@-

first part of the figure: the cells of a packet (s@yarrive at the "€CtS). and when traffic includes large packets (e.g. jumbo

egress line card interleaved in time with cells of other pask Tames [6]). _ _ _

(4, C) arriving from other inputs. Packet transmission on the Recently, buffered crossbars(combined input-crosspoint

output line cannot start until the egress line card is certaflUeueing, CICQ) have emerged as an advantageous switch

of receiving the last cell of the packet. Given that schedul@chitecture; they contain small buffers at their crossi

decisions cannot be predicted, reassembly buffers aréreelqua”d use backpressure to the ingress line car(_js to prevesm_the

and store-and-forwarcbperation is enforced. crosspoint buffers from overflowing. The first observation
Packet Mode Schedulirfd] [2] (see also [3] [4] [5]) is the

alternative illustrated in the second part of the figure: wtee ~_ The timing diagrams of Fig. 1 were drawn ignoring the delags(aning
.zero delay) of the line card and scheduler logic: a cell casvhigched in the

switch makes a “connection” from an ingress to an egress lif&ne time siot when it arrives; a packet departure may stafisi same time
card for the first cell of a packet, that connection is mairedi slot when its last cell is known to have been scheduled.

Fig. 1. Packet mode versus cell mode switch scheduling
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about buffered crossbars concerned the simplicity and high
efficiency of their scheduling [7] [8] [9] [10]; no internal
speedup is needed to compensate for scheduler inefficggncie | T
thus allowing the increase of port speed. A subsequent-obser B~ /]
vation was that buffered crossbars can directly switatiable-

size packets [7] [11]. Doing so, without any segmentation,

eliminates the need for speedup to cope with cell-padding

overhead; in turn, the lack of speedup eliminates egress Fig. 2. Bufferless (left) versus buffered crossbar (right)
gueueing, and the lack of segmentation eliminates readgemb

buffers, thus reducing cost [12].

_ Buff.ered crossbars that use no segmentation have a lijjan packet mode scheduling in bufferless crossbars, dven i
itation: the required buffer size per crosspoint is at leagke factor-out the padding overheads imposed by the busferle

one maximum-size external packet [12]. That buffer spaggchitecture. Probabilistic packet mode scheduling peréo
becomes expensive in high valency switches (the numberQfon petter than the deterministic scheme for some traffic

crosspoint buffers equals the square of the port count) 'andpiatterns, while it performs similar for the rest.
switches supporting large packets (e.g. jumbo frames).

To overcome this limitation, segmentation and reassembly
(SAR) has to be re-introduced in buffered crossbars. Howeve 2. SYSTEM ARCHITECTURE
buffered crossbars can switch variable-size segments thu

padding overheads are avoided gnd no interpal speedup i§Ve study a classical buffered crossbar switch with VOQs
needed for this purpose [13]. It is a good thing that SAR, w0 ingress line cards and one, small FIFO buffer at each
can be introduced in buffered crossbars without incurring c%sspoint in the switch core (see Fig. 3). External packes

speedup penalty, but how about the reassembly delay (qgherted into segments in the ingress path: a packet veiéh si
preclusion of cut-through) and the reassembly buffer dust t P is segmented td.P/S| internal segments of fixed siz&,

SAR implies? and one last, variable-size segment of sRe- |P/S| x S

This work resolves these issues applying packet moggy \yithout any padding bytes. The resulting segments are
scheduling to buffered crossbars. The application is not @it hed through the buffered crossbar.

trivial extension of the bufferless case. Fig. 2 illusteathe Schedulers are place on the ingress path of each line

two kinds of crossbar. In bufferless crossbars (left), atreén card @[S;), to resolve input contentiori) at each output port
scheduler determines input-output port pairings (corioes}; i .
P putportp gs ) f the crossbar@sS;), to resolve output contention; arfii)

packet mode scheduling is simple: once & connection is magﬁ’the egress path of each line card, to serve contending re-
keep it until the last cell of the packet. In buffered crossba 9 P ' 9

(right), scheduling is distributed and independent: eaghi assembled packets when packet reassembly is requirecssEgre

selects a non-full crosspoint and sends to it; each outpettse schedulers are simple round-robin schedulers. The opareti

a non-empty crosspoint and reads from it. Two or more inp é‘z andOS; is the subject of this paper, discussed in Sections

(A and B in the figure) may send to the same column; two and 4 ) )
or more outputs (1 and 2 in the figure) may read from the Credit flow control is used between the line cards and the

same row. Thus, the scheduling process duesnecessarily fabric in order to prevent the crosspoint buffers from over-
determine input-output pairings. flowing. Control lines, separate from data lines, run from th

We describe two scheduling schemes. The first one grossbar to the line cards carrying the flow control credite

lows for distributed and independent schedulers, assmtiaPandwidth of each control line suffices for the transmissibn
to switch input and output ports, as in the classical buger@n€ credit during each minimum-external-packet time. Gred
crossbar architecture; whenever the independent desigibn Ueues buffer credits which result from segments that depar
the schedulers pair an input to an output port, the Sch&;_ab_out the same time from t_he same crossbar row; contenting
ulers synchronize in order to maintain the pairing for thgredits are served round-robin.
lifetime of the corresponding packet transmission. We call Each crosspoint buffer should be at least one maximum
this first schemeprobabilistic packet mode schedulirand internal segment plus one backpressure RTT window large,
we describe it in Section 3. Section 4 describes our seco@® shown in [12]. A RTT value around 400ns at 10 Gbps line
method,deterministic packet mode schedulinghich reduces rate, including scheduling times, propagation times, SERD
scheduler independence in order to obtain determinism af@lays, etc, is reasonable in realistic systems [12] [13].
hence eliminates reassembly buffers. We do notuse internal speedup (core overspeed), since we
Section 5 presents our simulation results, evaluating tde not need it to achieve top performance; we consider this
performance of our schemes and comparing them to pretd- be a key feature of buffered crossbars. Internal speedup
ous systems. We show that deterministic scheduling achiewecreases power consumption, thus limiting port and lisie-r
performance very close to buffered crossbars with veryelargcalability. Hence, we always consider that the externdl an
crosspoint buffers and no SAR. Furthermore, it performtebetthe crossbar links run at the same rate.

HE

A2

1
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Ingress Path

o - Crossbar Fabric distance(S D). The space-time diagram of Fig. 4 displays the

BT maximum allowable value for a packet mode transmission to
/segmentation oo v UL C‘;;an take place. IfSD < SD,,..., the pairing notification reaches
o /I 696 \ *ﬂ@ creditine input i before IS; makes the next scheduling decision, thus
E i>" TSRO T‘ﬁy%ﬂ . IS; synt_:hronizein ti_me On the ther hand, D > SD 4z,
5 g packel : -t i (g'l’l i i the notification arrives at the ingress path whil&; has
£ (o) @ @2~y e / probably started serving other flows. Notice that when the
" oo packet maboty | 12 OS @Sp’%/ segment size is smaller than the maximum, it contains the
" (headis atxpoint) [ o] entire tail of the packet, and thaS; can enter packet mode
@RJ}R scheduling independent dfS;. Also note that our method
works only as long as;s + 2 x PROP < At,.

toegresspath 0 1 2 Summarizing, in the proposed scheme the input and output

Fig. 3. System architecture studied in the paper. The figsseraes 8 x schedulers toggle between two modességment modehey
3 switch with 512-byte maximum internal segments, RTT beldl2 hyte Serve flows round-robin on a per-segment basisp#cket
times and 1-Kbyte crosspoint buffers. We only show one lisedcand its mode they keep serving the same flow until the entire packet
corresponding part in the switch core. has been forwarded. An output scheduler transits from seg-
ment to packet mode, when it observes a pairing and the
3. PROBABILISTIC PACKET MODE SCHEDULING synchronization distance is smaller than the maximum; et th
time it transits to packet mode, it sends a notification to the
input scheduler it synchronized to and to the egress path. An
We assume independent round-robin input and output sch@gsut scheduler transits from segment to packet mode when
ulers which serve flows at segment granularity. In the resylt jt receives a pairing notification from an output scheduler.
scheduling process, we define that @nj) pairing occurs |t js guaranteed that at most one pairing notification agrive
when a maximum segment of a packetis being written to at an input when the scheduler is in segment mode, and no
crosspoint buffe(i, j) by inputi while the same or a previouspajring notification arrives while it is in packet mode. Both
segment ofP is concurrently being read by outpjifrom the input and output schedulers transit from packet to segment
same crosspoint buffer. When such a pairing occurs, unggbde scheduling when the current packet has been totally
some appropriate timing constraints, input schediirand  forwarded from the input and the crossbar output respéytive
output scheduleOS; will keep serving the same flowf;; A scheduler at the egress path can start transmitting a packe
until the whole packef” has been completely forwarded topn the line when the last segment of the packet starts agrivin

the crossbar fabric and to the egress card respectively. We Wt the egress path or when a packet mode notification for this
say that the schedulers operatepiacket moddor packetP packet is received.

of flow f;;.
0OS; can infer a pairing at the time of its occurrence; it jusB.2. Discussion
needs to observe both the read and write enable signals of thElnder light load, when input and output contention is rare

crosspoint buffer, while also checking that the same paisket, v o tput pairings occur with great probability in (Eerd)
heing read ar_u_j written. Typically, an input scheduler Ca_”n(?rossbar scheduling, thus packet mode transmissions aye ve
observe a pairing sooner than h&f'T" from the moment it oy to occur. As the load increases and flows become
occurs; although the input sees the output decisions, \&a i \qested, the schedulers are unlikely to synchronize and o
returned flow control credits, for simplicity we assume that |\ i 04's effectiveness degrades. Simulation resultsepted

is notified of a pairing by receiving special notificatiorffrom ;| Section 5.2, confirmed these hypotheses.

the crossbar. _ __ When the schedulers do not synchronize, packets are trans-
We claim that if an(i, j) pairing occurs while the crosspoint

reads a (max) segmesy and writes a (max) segmesy,,, of
a packetP, it is safe forOS; to enter packet mode scheduling

3.1. Scheduling Operation

for P if S9men,
Y. PROP. tw buffer starts
A
t, —tyw < Aty — (t1s + 2 x PROP), (1) being written
where t, denotes the times;, starts being read from buffer At SPrnax
(i,j) andt, denotes the timey,, starts being writento || o0 - ,tthﬁ ot
buffer (¢,7); Ats is the maximum segment time;s is the “0\‘\{\63“PROP 4 bSinZ'fe§BS
input scheduling time and®®ROP is the signal propagation tsdy |
time?. We name the time interval, — t,, synchronization ]

\ \

2Additional delays, such as memory access and SERDES deleys)ot time atingress  time at output

reported for the shake of presentation; consider that theyirecluded in . . o .
PROP. Fig. 4. Maximum allowable synchronization distance
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lock request

mitted in segment mode, possibly interleaved with segmaints ,I"?ik,,_‘
other packets from/to other links. Thus, per-input reasdgem ‘

i l granted liv rejected L l i
buffers are needed at the egress path to collect these segmen inputo —> -

1]
Since no guarantee for packet mode transmission is proyvided H* “
each reassembly buffer needs to be large enough to store a
maximum packet. —— paenrered
The first contribution of the proposed scheme is the of- : ook 15

beneficial under light loads, since it greatly reduces piacke <& scheduling
latency. Second, at heavier loads, our method constrigts th

packet interleaving in the switch core and thus also redtiees * ‘
occupancy of the reassembly buffers. Hence, at heaviesload o4 U " L
probabilistic packet mode scheduling reduces total queuei oufput0 outputl output2  output3

delay by reducing the queueing delay at the egress pﬁ& 5. Proposed (asynchronous) buffered crossbar sdhgdurhe lock

fered opportunity for cut-through transmission; cut-tgh is input 1 = [E [E tl | oot
-« [é
|

(Section 5.2). acquisition phase is involved only when an output schedattempts to serve
a flow whose head packet is partly stored in the crosspoiriehuf masking
4. DETERMINISTIC PACKET MODE SCHEDULING operation is used to mark flows as ineligible. Two inputs ang butputs are

shown in the figure.

4.1. Scheduling Operation

The protocol described in Section 3 preserves scheduling
independence at the expense of egress reassembly buffers. T
or more outputs may start reading from the buffers of the
same input (at the same crossbar row), even if partly stored
packets reside there. Then, it is impossible to set-up packe
mode transmissions between that input and all of these tajtpu
and thus, some (parts of) packets are transmitted in segment
mode. 3

Let AP denote the part of the packet stored at crosspoint
buffer (¢,7), R the line rate, and\¢ the time interval within
which the remaining part of the packet is known to start
arriving at crosspoint(i, j). In order for all packets to be
transmitted in packet mode, output scheddk; should start
serving a flowf;; only when it is guaranteed thatt x R <
AP.

To guarantee that alwayat x R < AP, the buffered
crossbar is scheduled as follows, ensuring that all thréstgo
are adhered to:

1. A flow f;; is eligible for OS; if and only if a packet

is completely stored in the crosspoint buff j), or \pile that input is paired to another output.

AP > (RTT + At,) x R; At, represents the max- | case RTT is large, it is possible that an input has

size segment time).S; serves the eligible flows round-finisheq the transmission of the last segment of the packet
robin and when it starts the transmission of a packghen it receives the synchronization request for that packe

whose ftail is pending at the ingress path, it requesiy ,6id synchronizing for different packet transmissions

synchronization with the corresponding input assertinghen an input scheduler receives a synchronization credit

a flag in the first flow control credit released during theresponding to a packet already departed from the VOQs, it
packet mode transmission. A credit is released each t”gi?nply discards the synchronization reqdest
a segment starts departing from the crossbar output and

corresponds to the size of that segment. 4.2. Comparison to Bufferless Crossbar Scheduling

2. BeforeOS; starts transmitting a partly stored packet at at first glance, deterministic packet mode scheduling resem
a crosspoint(i, j), it has to acquire dock associated ples the classical request-grant-accept scheduling ittiges
with input i (see Fig. 5). There is one lock per inputts pyfferless crossbars. Resemblance concerns “largeepiac
and locks are shared among all output schedulers. ylfnsmissions: the transmission of packet segments to the
lock acquisition fails, because that input is currentlyosshar core is analogous to the request phase for packet

connected to another outpu®S; proceeds serving the mode transmissions; output scheduling corresponds to the
next eligible flow in the round-robin schedule. Notice

that lock acquisition is an operation entirghternal to 3packets and credits should carry ids for this to be possible.

the buffered crossbar chip, and does not involve any
transaction with the ingress line cards. As long as the
lock for inputi has been acquired b@S;, all flows
fik, k # j, having a partly stored packet at crosspoint
(i,k) are ineligible until the lock is released. A lock
is released when the last segment of the packet starts
arriving at the crosspoint.

When an ingress line cardreceives a synchronization
request from outpuj (as indicated by the respective bit
in the credit signal),/.S; synchronizes withOS; (i.e.
enters packet mode scheduling for outgltright after

its current segment transmission, if there is one, or right
away if itis idle. If no synchronization request is received
IS; serves flows round-robin on a per-segment basis.

With constraint (1), we guarantee that when an input re-
ceives a synchronization request, it may delay honoring it
for a max-segment time, in case it is busy transmitting a
(maximum) segment to another crosspoint. With constraint (
we guarantee that no additional requests arrive at an input
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. L . . Space
grant phase; lock acquisition is the equivalent of the accep ) foo releases foois the only eligible flow since

phase. input 0 and output 0 only input 0 and output O are idle

However, our three-phase matching process yields asyn- “
chronous operation, contrary to the synchronous operation ;00
of the bufferless crossbar architecture. Concerning tmésss ¢
sions of packets that can be totally buffered at the cross- fs3
points, scheduling reduces to (asynchronous) bufferessbayr
scheduling [12] [13]. When large packets are involved, tspu
need not synchronize before transmitting to the crossbarPacket mode transmission time slot

. from input O to output O
because buffers at the crosspoints absorb temporary output
conflicts; inputs synchronize in the long-run by the schiedul Fig. 6. A staircase-like traffic pattern that leads a packetienscheduler
and flow control protocol_ Furthermore, outputs need n&r a bufferless crossbar to “lock” in a fixed configurationssiime a4 x 4
Synchronize with inputs before they start transmittingaiag sv_vitch; the figure shows the 4 flows that are constantly sergtiter flows
. . Y with non-empty queues exist, but are never served.

because there is a buffered segment to read until the input
eventually synchronizes. On the other hand, outputs need to
be coordinated in order to eliminate input contention wheffom crosspoint buffers that had been fed by a same input
large packets are involved, but this does not imply synobusn at different times in the past. These periods of inexacttinpu
operation. As a result, our scheme can switch variable sigetput pairings, allow buffered crossbars with one maximum
packets, with fine-grained packet izBy contrast, scheduling packet worth crosspoint buffers to escape from the above
in bufferless crossbars assumes cell granularity for gegike locked configurations.
—a typical cell-size is 64 or 128 Bytes— incurring padding
overheads and requiring internal speedup —by a factor of 2

5. PERFORMANCESTUDY

in the worst case 5.1. Method
. . We developed a byte-time-accurate simulator to model the
4.3. Locked Configurations buffered crossbar switch. It handles variable size pachets

Packet mode scheduling in bufferless crossbars may “loctre switch interfaces and variable size segments in the; core
the switch in a fixed configuration because “exact” pairiags it keeps track of time using the discrete event simulation
all imesare required. Consider a heavily loaded switch whe@®PProach [14]. We modelled the probabilistic scheme, labiel
all input ports are currently connected to one output eacti, a°PM below, and the deterministic scheme, labell2&@M.
conversely all output ports are being fed by an input eacie compare®PM and DPM to buffered crossbars with full,
Connections are held for an entire packet duration. Consid@riable-size packets (no SAR, round-robin scheduling on a
a case where, when one of the connections is terminated’@l-packet basis) [12], labelleéPS and to buffered crossbars
because the corresponding packet has been delivered inMi) SAR and plain segment mode scheduling (round-robin
entirety—no otherconnection happens to have terminated &0 & per-segment basis, blind of packet boundaries), kbell
the same time. Then, there is onlsiamgle inputand asingle SM
output port that have become available for new pairing(s), For all buffered crossbar models, RTT always equals 500
hence the scheduler is forced to again pair the same inplmeto%yte times. For the models that use packet segmentation
same output. Fig. 6 shows an example of such a traffic pattelffe maximum segment size is 512 Bytes and the crosspoint
Under such traffic, the scheduler is forced to maintain tt/ffers worth 1 KByte each (one maximum segment plus one
crossbar configuration locked into a fixed set of connectiofd T window). VPS uses 9-Kbyte buffers (one full external
( flows foo, fi1, f22, f33 in the figure), thus starving all otherpbacket plus one RTT window). A scheduling operation is
flows. initiated a scheduling time before the completion of theentr

Although with our proposal a packet-mode pairing betwedfgnsmission and the scheduling time equals 18 byte times. |
input ¢ and outputj may be configured at the time a segmerf?PM we assume that the time to acquire a lock equals the
is being transmitted from input to a different outputt OUtPUt schedullng_ time and locks are granted to requesting
—i.e. a(i,k) segment-mode pairing may exist concurrent|QutPuts round-robin; output scheduling starts two §chagul
with a (4, j) packet-mode pairing— packet-mode pairings a es.before thg completloniof the current transmission. We
still exact —i.e. a(i,k) packet-mode pairing cannot existXPerimented withi6 x 16 switches.
concurrently with a(i, j) one. Thus, the problem remains in e also wrote a slotted-time simulator for the bufferless
our method. By contrast, buffered crossbars with maximurLoSsbar architecture with input queueing (VOQs) and araent
packet crosspoint buffers [12] allotemporarysituations of Scheduler. TheSLIP scheduling algorithmlQ-CM) [15] and
“inexact” pairings, i.e. times when multiple inputs fonaar IS packet mode modification@-PM) from [3] were simu-

packets to a same output or multiple outputs read packéed. We assumed 64-byte cells, one scheduling iteraioa,
al6 x 16 switch.

4Size granularity equals to the crossbar datapath width @=Bin [12]). . For the buffered cro;sbar we ConSide_red minimum paqket
5E.g. with 65-byte packets in a 64-byte-cell switch. size 40 Bytes and maximum 8 KBytes with 1-byte packet size

©Copyright IEEE 2006 - to appear in Proceedings of HPSR 2068n&n, Poland, 7-9 June 2006 5



granularity. For the bufferless crossbar we consider mimm ? 10000 ‘
packet size 64 Bytes (1 cell) and maximum 8 KBytes (128 27 |
cells), with one-cell packet size granularity. Althoughsth g.g 1000 - E
integer-cell-size granularity favork) (padding overhead is =2 |
a serious disadvantage ¢® - Section 4.2), we made this Lo 100 B
assumption in order to compare pure scheduling efficiency, S5 3
factoring out padding overheads. Three packet size distrib ?,,“g 10¢ ]
tions were used: 3 E L ]
« bimodal- 95% of the packets are minimum sized and 5% § £ W ]
are maximum sized. 2 0.1 \ \ w w w
« uniform- packet size is uniformly distributed in the range < 0 0z 04 06 08 1
between the minimum and the maximum size. Input load
« constant- all packets have the maximum size. Fig. 7. Performance of probabilistic packet mode schedul{fPPM)

. compared to segment mode scheduling (SM). The traffic itmify destined
For the buffered crossbar we assumed Poisson packetaakthe packet size distribution is bimodal.

rivals, while for the bufferless crossbar we modelled p#cke

as bursts of cells, following the same approach as [2]. We

chose the traffic models such that they offer insight on tf#0ows average total delay of large pack®BShas also been
scheduler performance under some “clear and extreme’darafficluded in the plot as the reference system. Under uniform
circumstances, rather than using just a single, “real lifaffic and constant packet size, similar results were seen Rt
model. The maximum packets were 8 KBytes large in order Bging slightly worse as average packet size increases.

show that our methods efficiently switch very large packets. 5.3. Deterministic packet mode scheduling (DPM)

sections 5.2, 5.3 we assume uniform destinations. In Sectio _. .
5.4 we present results for non-uniform traffic. Fig. 8 compare®PM to PPM, VPSand1Q-PM assuming

The total queueing delay of a packet in the switch wa@llof (t:he thre_e pack(;t;'l/zle.: (Ijjlgtl\r}':)qutlons. it buff
computed as the time interval between the first byte of ) Comparison to : poses a crosspoint bufter

the packet arriving to a VOQ and its first byte departin elay which is reflected on the average delay metric for light

from the reassembly buffer, when the system requires pac (_js (up to 0.3) and when th? ave_rage_packet size is large
reassembly, or departing from the crossbar output portnwh%m'fqm_] an(_j _constant packt_at .S'Ze); i d_eswed, one canfpatc

it does not. The delay of a packet at the egress path w this inefficiency by combinin@PM with P.PM' For loads
defined as the time interval between the first byte of the gac etween 0.4 and 0.7, average total delay S a'T“O.St the same
arriving and its first byte departing from the reassemblydyuf or both systems and for all O.f the packet size distributichs
Constant delays, such as propagation and scheduling timt@:de'(ﬁf appears under heawer.loads: VHPM packets_suffer
were subtracted. The delay was averaged over the numbef"‘o(ile'ay at the egress path while wilPM the delay in the

ackets with each packet delay contributing the same rtiﬁyStem increases_ because th(_a matching capabilities ca‘rb_dff
P P y g PO ré)ssbar scheduling are restricted. As a result, under damno

to the average. The reported delay values are in units of 59 . .
byte times (the transmission time of a 512-byte segme _cket sizeDPM total delay is smaller by at most 20% for
The simulations were run long enough to assure a confide gds between 0.85 and 0.97 wh|le ata load of (P delay
interval better than 7% with confidence greater than 95%. matchesDPM delay. Under uniform packgt sizBPM and
PPMare very close for loads up to 0.95 while for greater loads
5.2. Probabilistic packet mode scheduling (PPM) PPM becomes better by at most 30%. Under constant packet
size and for loads up to 0.93, total packet delay is the same fo
othDPM andPPM,; for heavier load®PM becomes better up
50%. Note that the superiority &PM becomes greater and
pears at a lighter load as the average packet size insrease
e results confirm the cost of the lock acquisition phase in

We first comparePPM to SM and report the results for
bimodal packet size. WitBM, the large packets were delaye
in the reassembly buffers for around one packet store tifee
segment times) and for loads up to 0.2. In the rest of the lo ﬁ

range, this delay increased due to the packet interleawitig DPM, which is more frequently involved as the percentage of

switch core. With?PM, the delay of the large packets in theiar e packets in the traffic mixture increases, restrictimg
egress buffers was almost zero for loads up to 0.5, becatise Cu ge p '

o : atching capabilities of buffered crossbar scheduling.
through_transm|§5|ons we_re_possmle at the egress pat_rh_andrEl 2) Comparison to VPSWhen packet size is bimodal, the
packet interleaving was limited?PM becomes less eﬁ'C'emdiﬁerence betweerPS and DPM is withing the ranae of
for higher loads: egress delay reduction, comparesMpgoes 9 9

down from almost 100% for light loads, to 80% for load%r?ftflisctlczlttg:lrwosr.atglislz;jln Zn;?;tﬁgem(% rsens]:II: ?(';Cn?g%a;n d
around 0.7, and to only 30% for a load of 0.95. The del P y

f I ket I t th in both svst Figawge (data) packets [16]. On the other hand, for uniform and
Of Small packets was aimost Ihe same in both Systems. Ig(':onstant packet siz&/PSis better by around 30% and 40%

5We made this assumption in order for the packet delay to bepiedent reSpeCtively for loads between 0.4 and 9'95; fora Ioad.‘ﬁ 0.9
of packet size. VPSbecomes better by 40% under uniform packet size and

©Copyright IEEE 2006 - to appear in Proceedings of HPSR 2068n&n, Poland, 7-9 June 2006 6
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Fig. 8. Performance of deterministic packet mode schegul®PM) compared to probabilistic packet mode schedulingM, round-robin scheduling in
buffered crossbars with full size packets (VPS) and packederscheduling in bufferless crossbars (IQ-PM). The tradfianiformly destined.

60% under constant packet size. Note tM&Suses 9-Kbyte

crosspoint buffers -which is always greater than the awerag o oo 0ars ods odee

packet (burst) size- whil®PM uses only 1-KByte buffers. ¢ %‘ Al
3) Comparison to 1Q-PM:Last, we compare packet mode 10, 0044 0702 0.176 0078

scheduling in buffered to bufferless crossbars. When gacke \

size is bimodal, packet delay in the buffered crossbar switc 10, 0478 0.0ea 0702 0476

is almost half the delay of the bufferless case for loads betw

0.4 and 0.98. For uniform packet size the difference drops to

20% for loads up to 0.9®PM comes closer to input queueing ] [ [

when packet size is constant. 10 |10 [10 |10

|

R

Switch inputs

1.0 0.176 0.078 0.044 0.702

Yoy

. . Switch outputs
5.4. Non-uniform Traffic

: ; i : : .~ Fig. 9. Example of the distribution of destinations id @4 switch according
_ We_expen_mented with non _unlform traffic using a destlnafo the Zipf law and when the Zipf order, k, equals 2.
tion distribution model which is based on the Zipf's law and
which was proposed in [17]. In a switch witN input/output
ports all inputs are 100% loaded and input O sends to output

i with probability

Zipf(i) = ) s
ipf(t) = ——. =

Y ik £ o09r

>
The distribution of destinations for each of the rest of the E 0.8
inputs results from a different cyclic shift of the distrtmn 5 _ ~ vPS
of input 0 so that the traffic is admissible; fig. 9 shows an % 0.7 1 A S |
example forN = 4 andk = 2. For k = 0 the traffic is 06 - IQ-PM —=— |
uniform while for k — oc it is totally directional. o "Q-C"V' e
Fig. 10 displays results for most of the simulated models o 1 2 3 4 5 &6

when the packet size is bimodal and the Zipf order is in Zipf order k

the range from 0 to 6. We also run experiments assumilg%. 10.
uniform and constant packet size for the buffered crosshahogal.
switch; similar results were seen. The first observation is
that the curves corresponding to buffered crossbar models
are almost indistinguishable. The second observationds th

the packet mode modification of iSLIP yields significantlyalso observed in [1] [2]; packet mode scheduling exploits th
higher throughput than its original proposal and very cltuse locality of traffic reusing already made scheduling decisio
buffered crossbars. The superiority of packet mode schegluland increases the size of the match after each scheduling
under non-uniform traffic in bufferless crossbar schedyNilas operation.

Switch throughput under non-uniform (Zipf) traffltacket size is

(©Copyright IEEE 2006 - to appear in Proceedings of HPSR 200&n&n, Poland, 7-9 June 2006 7



6. CONCLUSION

We proposed and evaluatecpbebabilistic and adetermin-
istic packet mode scheduling scheme for buffered crossbés]
switches. The deterministic scheme performs virtually af w
as buffered crossbars that use no segmentation, and ei@rina
egress reassembly buffers like the latter systems do, while]
using crosspoint buffers whose size is only linked to the
crossbar-ingress round-trip time —and not to the maximum
packet size— hence can be much smaller than in buffergd
crossbars without segmentation; performance is alwaytsrbet
than bufferless crossbars with packet mode schedulingaPro g
bilistic packet mode scheduling allows cu-through forvilagd
and performs even better than the deterministic scheme f?gr]
some traffic patterns, while it performs similar for the rest
it allows independent output schedulers in the crossbaiit bu
does need the extra cost of egress reassembly buffers.

(4]

[10]
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