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ABSTRACT

Corventional asynchronouscontrol circuit design is
complex becausepotentialdesignsmust be analysedfor
the existenceof hazardsandstatevariableracesasthese
may causeincorrectcircuit operation.We presenthe in-
novative CMOS direct-mapped asynchronougircuit de-
sign approachwhich, by defininga one-to-onemapping
betweenstate diagram and CMOS circuit implementa-
tion, removesthe needfor raceandhazardcircuit analy-
sis. It allows for regular, fast,multiple-input-changenon-
fundamentamodeasynchronousontrol circuitsto bere-
alisedin CMOStechnology

I INTRODUCTION

Theadvancesn VLSI technologyposesignificantchal-
lengesto the designof synchronouscircuits. Sustain-
ing high-performanceglock synchronisationpower con-
sumption and noise emissionsare problemswhich in-
creasein compleity with the everincreasingclock fre-
qguencieg1][2].

Asynchronougircuits are a potentialsolutionto these
problemsasthey are modulat do not requireclock syn-
chronisationpnly consumepower whenproducinguseful
work and have low noiseemissions. The difficulty with
asynchronoustircuits and the fundamentalreasonwhy
historically synchronousircuitsdominateds their design
compleity.

Typically, in orderto ensurecorrectoperationwhenan
asynchronousontrolcircuit suchasan Asynchronoud-i-
nite StateMachine (AFSM) is designedjt mustbe anal-
ysedfor hazardsand statevariableracesundera delay
modeldefinedby the designef3], i.e. delay-insensitie,
speed-independent quasi-delaynsensitve.

After theanalysigs performed extragatesmayneedto
beaddedo eliminatecombinationahazardsgritical paths
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mustbeidentifiedto eliminatethe possibilityof sequential
hazardsoccurring,and new statevariablesmay be added
to eliminateraces.In addition,the behaiour of the ervi-
ronmentmay alsoneedto be controlled,i.e. its speedand
the numberof inputsthatmay changesimultaneously

Most asynchronougircuits are constrainedo single-
input-changeand fundamentaimodeoperation. The for-
merimpliesthatonly oneinputis allowedto changebefore
thecircuit changestatewhereaghelatterimpliesthatthe
ervironmentresponsdime is shorterthanthe speedf the
circuit.

This papempresentshe CMOSdirect-mapped approach,
a novel, genericimplementatiorapproachthat we devel-
oped for realising AFSMs in CMOS technology This
approachsimplifies asynchronougontrol circuit design,
asit removesthe needfor raceand hazardanalysisand
allows for multiple-input-changesnd non-fundamental
modeoperation.

Il DIRECT-MAPPED AFSMSIN CMOS
TECHNOLOGY

Onespecialtype of statevariableencodingis the “one-
hot” encoding[4], which assignsa statevariable signal
for eachstateof the statemachine. This techniqueelim-
inatesgeneralracesbetweenrstatevariablesasit doesnot
encodestates. It also simplifies the circuit implementa-
tion asthelogic thatgenerateshe statesignalsassumes.
regularform.

Basedon the one-hotencodingmethod, Hollaar pro-
poseda direct implementationof one-hotasynchronous
FSMs basedon set-resefflip-flops [5]. Our innovation
is a mappingdirectly into CMOS transistortechnology
We demonstrat@ow direct-mappedFSMscanbeimple-
mentedusing comple, dynamicCMOS gates,therefore
yielding smaller simplerandfastercircuits. Our approach
hasbeenusedto successfullydesignnumerousontrolcir-
cuitsfor anasynchronougrocessodesign[6].



Direct-mappedAFSMs canbe implementedn CMOS
technology using comple, dynamic CMOS gates as
shavn in Fig. 1. Eachsuchgatecorresponddo a state
in the AFSM, hencethetermstategates.

A stategateconsistof a singleor multiple p-typepull-
up networks, a single or multiple p-type resolvingtran-
sistors,a single or multiple n-type pull-down networks, a
singleor multiple n-typeresolvingtransistorsanda setof
backto backinverters,actingasa storageelement,at the
outputof thegaté.
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Figure 1: AsynchronousDirect-Mapped CMOS State
Gate

The FSM statesarethe outputsof agroupof suchgates.
Whenthe outputof a gateis high or active thenthe ma-
chineis in that state. Normally, only one stateis active
at ary time, althoughit is possibleto have parallel FSM
pathswheremultiple statesareactive simultaneously

[l CMOSSTATE GATE DESIGN

In astategate then-typepull-down networksdetectthe
conditionsappropriateo enterthe statewhereaghe pull-
up networks detectthe conditionsto leave it. The pull-
down andpull-up networks areactivatedby theresolving
transistors. The n-typeresolvingtransistorsare fed with
the outputsof thepreviousstatesenablingthen-typepull-
down networksto dischagethe stategateandsoenterthe
correspondingstate. The p-typeresolvingtransistorsare
fed with the outputsof the following statesenablingthe
p-type pull-up networks to leave the state. The number
of n-type pull-down networks dependson the numberof
statefrom which a statecanbe enterecandthe numberof
p-type pull-upson the numberof statesthatarefollowed
from a state. Hence,the logic for enteringandleaving a
statescalesasily

In the simplestcase the n-type pull-down network will
correspondo a single n-typetransistorfed with the sig-

fed-backinverter marked w is of smallerwidth to the forward in-
verter

nal thattriggersthe transitioninto the state. Hence,a to-
tal of two n-typeswill bethe minimum. An n-typepull-
down network may be more complex dependingon the
conditionsfor enteringthe state. Correspondinglyfor p-
types,in the simplestcasethereis a single p-typepull-up
network, which in its simplestform is a shortcircuit, i.e.
simply connectgheinput of the inverterto the p-typere-
solving transistor The p-typeresolvingtransistorwill be
connectedo theinvertedoutputof thefollowing state.

In the casewhereoneor moreof the previous statesof
onestatearealsoits following statesj.e. thereareoneor
more scale-of-tvo loopsin the statediagram.,it is neces-
saryto introducethe pull-up network to ensurethatthen
andp-typepartsof the gatearenever simultaneousiyON.
The structureof the p-typenetwork in thatcaseshouldbe
the sameasthen-typenetwork of thefollowing state only
with invertedinputs.

Therelative sizing of the p andn-typenetworks is im-
portantto eliminatetheone-hotritical race.It mustbeen-
suredthatthecurrent previousstatepairchangesrein the
order10—11—01,i.e. thenext statemustbe enteredbe-
forethecurrentoneis left. In thisrealisationthenext state
is enteredby its n-types,whereaghe currentstateis left
by its p-types.For correctoperation the n-typeresolving
transistorof the following statemustbe ON long enough
for thefollowing stateto beentered.This n-typeresolving
transistorwill be turnedfrom ON to OFF by the p-types
of the previous state asthe signalof the next states vari-
able begins to rise. For the next stateto be properlyen-
tered,it muststay ON long enoughfor the stategateto
switch. It thereforfollowsthatthep-typepull-up mustbe
slower thanthe n-typepull-down. This canbe ensuredy
the transistorsizing by makingthe p-typesof smaller%
ratio comparedo the n-types. In practicehowever, asp-
typesareinherentlyslowver that n-types(aboutfour times
for the processeseviewed), thereis no needfor the pull-
up p-typesto have differentsizesfrom the n-types. For
the caseof morethantwo stateswith their transitionre-
guirementsimultaneouslyulfilled, correctoperationwill
occurif thedelaysof stategatesandtheirinterconnections
arerelatively uniform.

IV MAPPING A STATE GRAPH TO A CMOS
CIRCUIT

Due to the one-hotcoding, a direct-mappedAFSM is
modular i.e. it canbe constructedasa connectedset of
AFSM sgments.Figure2 shows how variouspartsof an
AFSM canbe translatedo a direct-mappedmplementa-
tion.

Figure2(a) shavs how alinear portion of a stategraph
canbeimplemented.Thefirst stateis left whenthe next
is entered. In Figure 2(a), when states3 is entered,
states? is left. This is achiered by the p-type transis-
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Figure 2: Mapping portionsof an FSM stategraphto a
CMOScircuit implementation

tor of s2’s complex gate. It is possiblefor the two in-
putsto arrive simultaneouslywvithout the circuit malfunc-
tioning, henceallowing for Multiple-Input-Changenon-
fundamentamodeoperation.

Figure2(b) shonvs how aloop in the stategraphcanbe
implemented.Input z will putthe machinebackin state
s1. If all threeinputsthatform theloop arehigh simulta-
neouslythenthe machinewill oscillatebetweernthethree
states. As this behaiour is usually unacceptabldor the
interfaceof the FSM it shouldbe guaranteedby the envi-
ronmentthatatleasttwo inputsaremutually exclusive.

Figure 2(c) shawvs how a parallelpathin a stategraph
is implementedj.e. the casewherea statehasmultiple
possibledestinationsAs statess 2 ands 3 in thisexample
canbothbeenteredrom states 1, theoutputfrom states 1

is fedto bothof thesestatesn thecaseof parallelpathsin

the stategraph,it mustbe guaranteedby the ervironment
thatthe inputsthatleadthe FSM into separatgpathsmust
eitherbe mutuallyexclusive, or thattheir valuehassettled
beforereachingthe statewherethe machineforks. The
latteris relevantin the casewhereoneinputis theinverse
of theotherto avoid sequentiahazards..

Figure 2(d) shavs how two parallel pathsin a state
graphmay memgebackinto one. As states 3 is wherethe
two pathsmemgeandhencestates 1 ands 2 arebothstate
s3's predecessorst requirestwo pull-down networks.
For the samereasonthe p-typesof statess1 ands?2 are
bothfed by thetheinverseof states 3.

Scale-of-two L oops

As wasmentioned,n orderto implementa scale-of-tvo
loop correctly the p-type network must be made more
comple thanasinglepull-up transistor

w

@ (b) ProperlyFunctioningScale-of-tva loop

Figure3: ImplementingScale-of-tvo loops

Figure3(a)shavs theimplementatiorof a scale-of-tvwo
loop with singlep-typetransistoraisedto leave the AFSM
states.This circuit will notfunctionproperly asthen and
p-typesof states 2 will be ON simultaneoushasthe FSM
is enteringstates2 from s1. This happendecausestate
s2 isboths1’s successoandpredecessor

Toimplementscale-of-tvo loopscorrectlythedeparture
from the stateghatbelongto the scale-of-tvo loop (states
s1 ands? in this example)mustbe madesensitie to the



inputsthat causethe transition. This is shavn in Figure
3(b), whereseriesgp-typesareaddedo achiese this.

In the generalcase,wheretwo statesm andn form a
state-of-two loop andn is m’s successorthe p-type net-
work of the statem mustbe identicalto the n-type pull-
down of staten. If more than one scale-of-tvwo loop is
presentbetweenstatem and its successorsthen m will
have multiple comple< p-typenetworks.

V COMPARISON WITH OTHER APPROACHES

In this sectionthe performanceand size of example
circuits implementedusing other designapproachesre
contrastedwith their direct-mappedAFSM counterparts.
The example circuits consideredare semi- and fully-
decoupledfour-phaselatch controllers[7] andthe Skuf-
send-ctffinite-statemachinewhich wasoneof thecontrol
circuits of the PostOffice chip [8]. Latch control circuits
areubiquitousin pipelineddesigns so their performance
is critical. The Skhuf-send-ctlcontrol circuit is anexample
from afabricatecchip design.

All circuits have beensimulatedat the transistorlevel
in HSPICEfor 0.8um, 0.35um and0.18um technologies.
Thetransistormodelswereobtainedfrom [9].

A Latch Contral Circuits

A latch controlleris the control part of an asynchronous
handshakingipeline.A latchcontrolleris saidto befully-
decoupledvhenits input andoutputhandsha&sareinde-
pendenbf eachother If, ontheotherhand theprogres®f
theinputhandsha&depend®n the progresf the output
handshakandvice versathenalatchcontrolleris saidto
besemi-decoupled.

Table 1 contraststhe performanceand circuit size (in
numbersof transistors)of the semi and fully-decoupled
latch controllersdescribedin [7] and implementedus-
ing the Signal Transition Graph (STG) circuit design
approach[10] and of those implementedusing direct-
mappedAFSMs. Performances contrastedby measur
ing thedelaysof the handshak signalsof unloadedatch-
controllers,i.e. withouta buffer anda dataregister

ThecolumndabeledSTGillustratethedelaysof thecir-
cuit realisedusingthe Signal TransitionGraphapproach,
whereasthe columns labeled DM illustrate the delays
of the circuit implementedusingthe Direct-MappedAp-
proach.

The Regint — Ackout| delay i.e the time it takesfor
the output handshak to completefrom the initiation of
theinput handshak is the cycle delayof the latch. Table
1 shaws that for the semi-decoupledatch controller cir-
cuit, thedirect-mappedpproachs closeto 10%fasteron
averagethanthe STGimplementatiorandincursa costof
6 transistors.On the otherhand,for the fully-decoupled

Semi-decoupled Latch Controller

[08um [ STG | DM |
Reqint — Ackint 0.39ns|| 0.3ns
Regint — Reqgout || 0.76ns|| 0.99ns
Reqint — Ackin] 1.59ns|| 1.15ns
Reqint — Ackout] 2.1ns || 1.9ns
0.35um STG DM
Reqint — Ackint 0.13ns|| 0.10ns
Reqint — Reqout || 0.25ns|| 0.37ns
Reqint — Ackin] 0.56ns|| 0.43ns
Reqint — Ackout] 0.8ns || 0.7ns
0.18um STG DM
Reqint — Ackint 55ps 40ps
Regint — Reqout || 101ps || 148ps
Reqint — Ackin] 220ps || 170ps
Reqint — Ackout] || 310ps || 290ps

| size(transistors) || 20 [ 26 |

Fully-decoupled Latch Controller

| 0.8um | STG || b™m ]
Reqint — Ackint 1.09ns|| 0.33ns
Regint — Reqout || 1.07ns|| 0.37ns
Reqint — Ackin] 2.28ns|| 1.26ns
Reqint — Ackout] 3ns 1.4ns
0.35um STG DM
Reqint — Ackint 0.38ns|| 0.11ns
Regint — Reqgout || 0.36ns|| 0.12ns
Reqint — Ackin] 0.74ns|| 0.43ns
Reqint — Ackout] 1.1ns || 0.5ns
0.18um STG DM
Reqint — Ackint 150ps || 42ps
Reqint — Reqout || 140ps || 48ps
Reqint — Ackin] 320ps || 170ps
Reqint — Ackout] || 440ps || 200ps

| size(transistors) || 42 [ 41 |

Tablel: Latch Controlcircuit Comparison

latch controller the direct-mappedapproachis signifi-
cantlyfasteratslightly over 50%andrequiresroughlythe
samenumberof transistors.

B Comparison with a Burst-mode FSM example
Table 2 contrastghe performanceand circuit size of the
Shuf-send-ctl FSM implementedusing the burst-mode
AFSM implementatiorapproachand of the samecircuit
implementedisingdirect-mappedFSMs. Thecircuit de-
signof the burst-modeAFSM hasbeengeneratecandop-
timisedusingthe MEAT AFSM designtool. In this case
performancds contrastedoy measuringhe time it takes
the Shuf-send-ctlicircuit to performa single datatransfer
andthecycletime,i.e. thetime peritem for multiple data



transfers.

The columnslabeled BM-FSM illustrate the perfor
manceof the circuit realisedusing the burst-modeFSM
approachwhereaghe columnslabeledDM illustrate the
performanceof the circuit implementedusingthe Direct-
MappedApproach.

Souf-send-ctl AFSM

| 0.8um | BM-FSM [ DM |
singletransfertime 4ns 3.3ns
cycletime 3.8ns 3.5ns
| 0.35um | BM-FSM [ DM |
singletransfertime 1.3ns 1.1ns
cycletime 1.3ns 1.2ns
| 0.18um || BM-FSM | DM |
singletransfertime 510ps 450ps
cycletime 540ps 490ps
| size(transistors) || 44 | 48 |

Table2: Skuf-send-ctIAFSM Comparison

Table 2 shows that for the Shuf-send-ctl circuit the
direct-mappedctircuit is againfaster closeto 10% on av-
erage. The circuit size is roughly the same,the direct-
mappectircuitis largerby 4 transistors.

VI  CONCLUSIONS

This paper presentedthe direct-mappedapproachto
AFSM design using CMOS technology The direct-
mappedapproachproducesregular, fast, asynchronous
control circuits without the needto analysethe circuit
specificationto derive a statevariableassignment.lt al-
lows for multiple-input-change non-fundamentaimode
asynchronousperation.

Theresultspresentedor thesehreeexamplesshaw that
althoughdirect-mappedAFSMs require more statevari-
ables,this doesnot necessarilymply alargercircuit size
comparedo otherapproachesThe resultsobtainedalso
shaw thatfor the threeexamplesstudiedthe performance
of the direct-mapped\FSM circuit is better For two out
of thethreeexamples,i.e. the semi-decoupledatch con-
troller andthe Stuf-send-ctlicircuit the performanceben-
efit is on averagelessthan 10%, whereasfor the fully-
decoupledatchcontrollerthe averageperformancaliffer-
enceis quite significantat slightly over 50%. Hence, it
canbe concludedhat, at leastfor theseexamplesdespite
its simplicity, the direct-mappedpproactcanpotentially
increasgperformance.

Dueto its simplicity andregular natureit is possibleto
easilyautomatethe direct-mappedpproachso that tran-
sistornetlistscanbegeneratedlirectly from acircuit spec-

ification. It is alsopossibleto incorporateBuilt-In-Self-
Testadditions.

The CMOS direct-mappedipproachhasbeenusedto
successfullydesignnumerougontrolcircuitsfor anasyn-
chronousprocessodesign[6].
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