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Uncertainty: a major challenge in 
systems, control, communications

• Control and Uncertainty
– Uncertainty:  System Model, Performance Model, Sensor    

Model, Computation Model, Action Model
Environment
Noises, Disturbances, etc.
Goals and Sub-goals

– Feedback, Adaptive, Robust, Intelligent, Learning

• Control system:   A mapping from inputs, outputs to actions 
Influenced by objectives 

• Representations:  factoring of this mapping
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ROBUSTNESS – Critical inference, decision-making, control 



Some Approaches to Deal with 
Uncertainty

• Differential games and uncertainty
– Robust control (Baras, Basar, Bernard, Fleming, Helton, James, 

Isidori, Bensoussan, Ball, ...)
– Intelligent control
– AI, planning, performance feedback
– Learning, connectionist systems
– Logic, knowledge-based systems

hybrid control systems

• Reinforcement learning: Approximate DP, Temporal 
Difference (TD) methods, Adaptive Critics, Q-learning, 
Recurrent Network Implementations
– Barto, Sutton, Tsitsiklis, Bertsekas, Werbos, Watkins, ...
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Review of some Oldies but Goodies
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Generic Output Feedback 

Robust Control

Uncertainty:

Model of •system

Exogenous disturbances w

Controlling Uncertainties:

Make regulated variables z

behave as desired

despite uncertainties

w 
 
 

 
u

disturbances 
controls

z 
 
 

 
y

regulated variables 
output variables

• 
system

Dynamic 
Controller
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Robust Control and 

Uncertainty Models

N(0,  )

f ,g

bounds bounds

F,G F,G

Observed uncertainty    =    bounded noise    +   outliers

System

Controller

z = (error)

yu
uncertainty
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Generic Output Feedback Robust 

Control: Our General Solution Idea

• Estimation - the information state

• Express problem in terms of information state

• Information state feedback control:

• Solve state feedback problem for information 

state

• Coupling - information state feedback

• Plug information state into optimal feedback
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Our Method and Key Result

pk +1 = H l (pk , uk , y k+1 )

S

uk +1 = h(pk +1 )

g

w

y

z

u

Deterministic

Stochastic

Nominal 

Trajectory

l
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HOW? The Circuit Taken 

in Our Approach
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Risk-Sensitive 

Stochastic Control

Objective: Minimize

J (u) = E exp



zk
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Solution of the 

Randomized Problem

uk pk

yk

pk = Hl(pk−1,uk−1,yk )

uk  k



yk



uk = u k ( k

 )

 → 0

uk = ˆ u k(pk )

 k
 = AL

 (uk−1,yk
 ) k−1



Statistics Required

Statistics Not Required (depends on bounds only)

(DP)

(DG)
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Fundamental Result

• Key analytical methods:

The equivalence of three problems:

- Output feedback robust control
- Partially observed deterministic 

dynamic game
- Partially observed risk-sensitive 

stochastic control
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• Nonlinear partially observed

• Set valued partially observed

• Finite Automata partially observed

1. M.R. James, J.S. Baras, R.J. Elliott, “Risk-Sensitive Control and Dyn. Games for PO Discrete-

Time Nonl. Systems”, IEEE TACON, 1994.

2. M.R. James and J.S. Baras, “Robust H∞ Output Feedback Control for Nonlinear Systems”,

IEEE TACON, 1995.

3. M.R. James and J.S. Baras, “PO Differential Games, Infinite Dimensional HJI Equations, and

Nonlinear H∞ Control”, SICON 1996.

4. J.S. Baras and M.R. James, “Robust and Risk-Sensitive Output Feedback Control for FSM and

HMM”, J. Math. Syst., Est., Control, 1997.

5. J.S. Baras and N.S. Patel, “Robust Control of Set-Valued Discrete Time Dynamical Systems”,

IEEE TACON, 1998.

6. J. Baras, M. Rabi, “Maximum Entropy Models, Dynamic Games, and Robust Output Feedback

Control for Automata”, IEEE CDC, 2005.

7. J. Baras, “Maximum Entropy Models, Dynamic Games and Robust Output Feedback Control

of Nonlinear Systems”, IEEE CDC, 2006.
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Our General Theory



From Robust to 

Intelligent Control

John S. Baras

Department of Electrical Engineering and

Institute for Systems Research

University of Maryland at College Park

March 5, 1997
LIDS, MIT
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Unknown Models -- Learning

• When we do not have models (i.e. f, b, etc.)

Not necessary?

Replace by
“Approximate DP”
to compute info-state 

and value function!

• Control cost and model complexity cost combined

• Trade off: complexity vs. performance

• Uncertainty causes learning

Process
u y

Estimate
System (HMM)

n, b, h
^  ^  ^

Risk 
sensitive 
stochastic 
control

u (n, b, h)
^   ^  ^  ^
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Intelligent Control and 

Complexity

At least “3-dimensions”

Trade-offs must be considered

Examples: speech coding, speech understanding, image understanding, 
autonomous navigation

Control Strategy 
 
(algorithm) complexity

Controlled 
System 
Performance

Sys
te
m

 M
od

el
 C

om
pl
ex

ity

Sen
so

ry
 D

at
a 

R
ep
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C
om

pl
ex

ity

Many ways to deal 
with uncertainty
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Intelligent Control and 
Complexity

• Combine model learning:  intelligent control

• Risk sensitive control of HMM with unknown models
q = set of parameters of HMM, including order

• Metric for model complexity

• What is the interpretation of g in this context?

• In general solution computationally intractable

– Approximation of info-state evolution

– A dynamic game DP; approximation of value function

Primarily interested in “feature” - based and/or compact 
representations/approximations (RNN, basis fncs)

MDL(k) =  − log P(y
n

| ˆ q ) − log ( ˆ q )  +  
k

2
 log n

          k  =  "length" of data
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Risk-Sensitive Control with Unknown 

Models: Learning Information State 
Dynamics

• Information state dynamics not known!

Iterative learning of information state:  related to features?

Must run faster than learning W

Is this a “good” way to partition handling the uncertaintly?

Information state does capture the notion of “states relevant” 
for control
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BACK TO PRESENT TIME
From Robust Control to Adversarial 

and Robust Machine Learning
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Extensions of Robust and
Risk Sensitive Control Theory

• Solution: two coupled Hamilton-Jacobi-Bellman (HJB) equations (one on-line, 

computing the novel information state, and another off-line, for the decision u)

• Complete equivalence of three previously unrelated problems: general nonl. 

robust output feedback problem, a dynamic game with two players, a stochastic 

control problem with metric the expectation of the exponential of an integral-

type perform. Measure.

• Deeper understanding of some key randomizations employed as max. entropy 

modeling. 

• Extension to other models of risk – relationships with Prospect Theory 

• Extension to Robust ML and Robust AI, Robust RL

• Extension to Multi-agent systems 
21



From Robust Control to  
Robust Reinforcement Learning
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Is there a unified theory?

YES – Extending Robust Output 
Feedback Control Theory –
Baras et al [1994-98, 2005-06]

PLUS

Using Risk-Utility rigorous duality 
(Rockafellar and earlier works from mathematics of finance)
T. Rockafellar review article: “Risk and Utility in the Duality Framework 
of Convex Analysis”, 2018
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Theory Unifies 

• Robustness in ML and RL

• Trusted Autonomy – safety and risk

• Trustworthy AI

• Composability

• …..
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Reinforcement Learning (RL)

• Standard (risk-neutral) RL algorithms follow from 
the Expected Utility Theory (Von Neumann–

Morgenstern) – MDP 

M = (S,A, p0, P, r, γ)

max𝜃 J(θ) := E [R], where R = ∑
𝑡=0

|𝜏|−1

gt rt(st,at) 

:= (s1, a1, s2, a2, . . . , aT−1, sT ).

(1)

• Prospect Theory by (Tversky and Kahneman):

“Nobel Memorial Prize in Economic Sciences for his 
groundbreaking work in applying psychological insights to 
economic theory, particularly in the areas of judgment and 
decision-making under uncertainty.”

• Portfolio Optimization and risk:
Modern portfolio theory (MPT), or mean-variance analysis,
Harry Max Markowitz is an American economist who 
received the 1989 John von Neumann Theory Prize and the 
1990 Nobel Memorial Prize in Economic Sciences. 

𝜌,𝑃(𝜏) = 𝑝0 ∏
𝑡=0

𝑇−1

𝜋(𝑎𝑡|𝑠𝑡; 𝜃)𝑝(𝑠𝑡+1|𝑠𝑡 , 𝑎𝑡)

env. (plant)
st+1 ∼ p(.|st,at)
(or st+1=f(st,at,wt) )

agent
(controller)

at ∼ 𝜋(. |𝑠𝑡; 𝜃) st+1,rt+1(st,at)

Known problems with (risk-neutral) RL: brittle. Highly sensitive to noise, etc.  
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Safe Learning for Autonomy:
Robust and Risk Sensitive Control Approach

E. Noorani, J. S. Baras, “Risk-sensitive REINFORCE: A Monte Carlo Policy Gradient Algorithm for Exponential Performance Criteria,” IEEE CDC 2021
E. Noorani, J. S. Baras, “Risk-sensitive Reinforcement Learning and Robust Learning for Control,” IEEE CDC 2021
E. Noorani, J. S. Baras, “A Probabilistic Perspective on Risk-sensitive Reinforcement Learning,” 2021

Learning

SafetyPerformance

Interplay among learning, 
performance, and safety 

Design autonomous decision systems 
with some degree of assurance of 
meeting specifications (performance,
safety specifications): (distributionally) 
robust, risk sensitive, regularization

Regularization
(e.g. KL and Entropy 

regularization)

Risk-sensitive

Robust\
Distributionally Robust
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Risk Measures
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Coherent and Convex Risk Measures
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Dual Representation of 
Coherent Risk Measures
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Dual Representation of 
Convex Risk Measures
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Coherent or Convex?
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Risk-Sensitive RL Using 
Exponential Criteria

Entropic Risk Measure
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Risk-Sensitive RL Using 
Exponential Criteria

Entropic Risk Measure: Large Deviation Theory and 
Asymptotic Interpretation
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Risk-Sensitive RL Using 
Exponential Criteria

Entropic Risk Measure: Duality and Game Theoretic 
Interpretation 
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Risk-Sensitive RL Using 
Exponential Criteria

Policy Robustness: Definition of Robustness 
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Risk-Sensitive RL Using 
Exponential Criteria

Policy Robustness: Robustness Gurantees
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Robustness, Risk Sensitivity, and 
Regularization

37



Robustness, Risk Sensitivity, and 
Regularization
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Robustness, Risk Sensitivity, and 
Regularization

Coherent Entropic Risk Measure [FK11] – A bridge to 
distributionally robust
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Robustness, Risk Sensitivity, and 
Regularization

Equivalences: Distributionally Robust
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Robustness, Risk Sensitivity, and 
Regularization

Equivalences: Regularization
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Robustness, Risk Sensitivity, and 
Regularization

Developing risk-sensitive RL algorithms using 
regularization equivalence
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Risk-Sensitive RL Algorithms Using MDP
REINFORCE – A Policy Gradient Algorithm
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Risk-Sensitive RL Algorithms Using MDP
REINFORCE – A Policy Gradient Algorithm (using baseline)
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Risk-Sensitive RL Algorithms Using MDP
Policy Gradient Algorithms (using function approximation)
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Risk-Sensitive RL Algorithms Using MDP
Temporal-Difference Methods (actor-critic algorithms)
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Risk-Sensitive RL Algorithms Using MDP
Risk-Sensitive REINFORCE [NB21a, NMB22]
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Risk-Sensitive RL Algorithms Using MDP
Risk-Sensitive Actor-Critic
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Risk-Sensitive RL Algorithms Using MDP
Risk-Sensitive (Online) Actor-Critic [NMB22, NMB23]
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Risk-Sensitive RL Algorithms Using MDP
Algorithm: REINFORCE
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Risk-Sensitive RL Algorithms Using MDP
Algorithm: REINFORCE with baseline
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Risk-Sensitive RL Algorithms Using MDP
Algorithm: Online Actor-Critic
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Risk-Sensitive RL Algorithms Using MDP
Algorithm: Risk-sensitive REINFORCE [NB21a, NMB22]
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Risk-Sensitive RL Algorithms Using MDP
Algorithm: Risk-sensitive Online Actor-Critic [NMB22, NMB23]
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Risk-Sensitive RL Algorithms Using MDP
Simulation results (Training and Testing behavior):

Risk-Sensitive REINFORCE (Double Pendulum)
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Risk-Sensitive RL Algorithms Using MDP
Simulation results (Robustness):

Risk-Sensitive REINFORCE (Double Pendulum)
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Risk-Sensitive RL Algorithms Using MDP
Simulation results (Training and Testing behavior):

Risk-Sensitive Actor-Critic (Double Pendulum)
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Risk-Sensitive RL Algorithms Using MDP
Simulation results (Robustness):

Risk-Sensitive Actor-Critic (Double Pendulum)
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Risk-Sensitive Safety Filters
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Risk-Sensitive Safety Filters
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Risk-Sensitive Safety Filters
Risk-sensitive safety conditions
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Risk-Sensitive Safety Filters
Safe backup policies via RL (                       )
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arg min [ ( )]safe xE V x





=



Risk-Sensitive Safety Filters
Risk-Sensitive Inhibitory Control for Safe RL                       
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Risk-Sensitive Safety Filters
Simulation results                       
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Risk-Sensitive Safety Filters
Summary of results                       
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Exponential Loss for Deep Neural 
Networks (T. Poggio et al, PNAS 2020)
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Exponential Loss Function

Instead
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Exponential Loss Function

THEN
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Exponential Loss Function
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Advancing ML and AI and Applications
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• Rigorous Mathematics for Deep Networks – Universal 
Architecture emerging (“One Learning Algorithm Hypothesis”)

• Non von-Neumann computing – do not separate CPU from 
Memory – Synaptic NN, in-memory processing -- HTM

• Universal ML -- Integrate Deep NN and Synaptic NN

• Knowledge Representation and Reasoning: Integrate 
Knowledge Graphs and Semantic Vector Spaces

• Progressive Learning, Knowledge Compacting

• Link Machine Learning with Knowledge Representation and 
Reasoning

• Inspirations from neuroscience: attention, memory, time 
scales

Foundations of AI and ML  
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• Rigorous Mathematics for Deep Networks – Universal Architecture emerging

• Inspired by the “One Algorithm Hypothesis” – Andrew Ng *

• Non von-Neumann computing – do not separate CPU from Memory – Synaptic 
NN, in-memory processing -- HTM

• Universal ML -- Integrate Deep NN and Synaptic NN

• Knowledge Representation and Reasoning: Integrate Knowledge Graphs and 
Semantic Vector Spaces

• Progressive Learning, Knowledge Compacting

• Link Machine Learning with Knowledge Representation and Reasoning

• Inspirations from neuroscience

Advancing AI and ML for 
Autonomy: our Approach 

76https://www.microsoft.com/en-us/research/wp-content/uploads/2013/01/andrew-ng_machinelearning.pdf* A. Ng --

https://www.microsoft.com/en-us/research/wp-content/uploads/2013/01/andrew-ng_machinelearning.pdf


Progressively growing neural networks

• Online deterministic annealing learning algorithm*
• Online, gradient-free training
• Progressively growing number of neurons
• Interpretable, avoids poor local minima, robust

wrt the initial conditions
• Memory efficiency, reduced computational        

complexity
• Control over the complexity-accuracy trade-off

Iterative machine learning algorithms:
What about model complexity and hyper-parameter tuning?
Novel dissimilarity measures – Bregman divergences

*C. N. Mavridis and J. S. Baras, “Online Deterministic Annealing for Classification and Clustering,” ArXiv (submitted to IEEE TNNLS)
*C. N. Mavridis and J. S. Baras, “Annealing Optimization for Progressive Learning with Stochastic Approximation,” submitted to IEEE TACON

Progressive Learning with 
Deterministic Annealing Optimization

Most recent: Self-Organizing 
Maps w Bregman Divergence
[Mavridis, Raghavan, Baras, 2021
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ODA – Supervised and Unsupervised Learning

• Observations: realizations of a r.v.

• Codevectors:

Clustering Not Enough:

where

for decreasing values of T.

Online Deterministic Annealing Adaptive
Robust

Progressive

▪ Lagrange (Temperature) Coefficient

➢ Controls Performance/Complexity Tradeoff
➢ Simulates Annealing Optimization (Temperature)
➢ Stochastic Approximation

• Simultaneous local system identification/reinforcement learning
➢ Triggers Bifurcation 

• Progressively adjust number of regions/codevectors
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ODA – Supervised and Unsupervised Learning

Bifurcation and the number of codevectors

…
Sequentially solve:

, : Decreasing Temperature

Performance-Complexity Trade-off

Mavridis, Baras, Online Deterministic Annealing for Classification and Clustering, IEEE TNNLS 2022. 

Mavridis, Baras, Annealing Optimization for Progressive Learning with Stochastic Approximation, IEEE TAC 2022. 
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Online Deterministic Annealing (VII)

Multi-Resolution Hierarchical Learning

Low
Resolution

High
Resolution

𝑉𝑗

𝑉𝑗−1

𝑉𝑗−2

W

j

Example: Group-convolution Wavelets

➢ Constructive (Structured Representation)

➢ Provably Consistent

➢ Localization

o Emphasis on regions with high error

➢ Asynchronous/Parallel Computation

➢ Reduced Complexity

Mavridis, Baras, Multi-Resolution Online Deterministic Annealing: A Hierarchical and Progressive Learning Architecture [under review]. 

Mavridis, Baras, Towards the One Learning Algorithm Hypothesis: A System-theoretic Approach [under review]. 
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ODA – Connection to Risk-Sensitive Optimization

➢ Jayne’s Maximum Entropy Principle

• Most “Unbiased” estimator: each sub-problem induces “good” initial conditions for the next

• Duality (Legendre-type) and Regularization:

Risk-Sensitivity 

• Robustness w.r.t. initial conditions, input perturbations.

Mavridis et al., Risk Sensitivity and Entropy Regularization in Prototype-based Learning, IEEE MED 2022. 
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Adaptive State Aggregation*

• Ad hoc discretization →
Adaptive State Aggregation 

• Towards progressively               
growing/changing models**

• Memory efficiency, reduced               
computational complexity

Inverted Pendulum Optimal Control

625 aggregate states → 5 bins/dimension !

* C. N. Mavridis and J. S. Baras, “Vector Quantization for Adaptive State Aggregation in Reinforcement Learning,” ACC 2021

Q-learning in infinite state/action spaces?

* C. N. Mavridis, N. Suriyarachchi and J. S. Baras, “Maximum-Entropy Progressive State Aggregation for Reinforcement Learning,” CDC 2021
**C. N. Mavridis and J. S. Baras, “Online Deterministic Annealing for Classification and Clustering,” ArXiv (submitted to TNNLS)

Reinforcement Learning Robot Control with 
Progressive State-Action Aggregation
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Safety and Time-Critical Multi-robot missions . Rescue

Search .

Exploration .

MPC 
(+ RL)

Self-
Corre

ct

Self-
Monit

or

Composable, real-time mission planning . Safe learning .

Modeling + Decomposition.

Formal Methods

Temporal Logic 
and Hybrid 
Automata

Control Theory

Optimal Control
Optimization

Mixed-Integer 
Linear 
Programming

Real-time, fast algorithms 
.

safety and finite-time 
mission completion

[1]  Fiaz and Baras, 2020. Fast, Composable Rescue Mission Planning for UAVs using Metric Temporal Logic, IFAC World Congress, 2020
[2]  Fiaz et al., 2021. Composable, Safe Mission Planning for UAV-Based Inspection tasks, for IEEE CS-L
[3]  Fiaz et al., 2021. Safe, Hybrid, Real-time Trajectory Planning for Quadrotors with Finite-Time Guarantees, for IEEE RA-L

GUARANTEED!

Trustworthy Autonomy in Multi-agent Systems 
with Safe Learning: Approach/Results

84



• Composable, hybrid mission planning for multiagent systems
• MTL specifications to represent complex missions

• Systematic decomposition into sub-tasks

• Fast, optimization-based planning method

• Assurances or guarantees
• Safety of all agents

• Finite-time mission completion

• Real-time performance (almost)

• Dealing with uncertainty
• Self-monitoring for MTL sub-tasks

• Self-correction using Event-triggered MPC

• Safe learning

85

Assured Autonomy in Multi-agent Systems 
with Safe Learning: Our Approach



Simulation and results: Performance

• Example: Execution times for sub-tasks (     ):
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Several Contributions

• Composable, realtime, hybrid mission planning with 
safety and finite-time guarantees
• UAV-based search and rescue scenario with evacuation

• Search and rescue scenario with a team of ground robots in 
a leader-follower setting

• UAV-based inspection tasks in a smart factory

• Safe learning mechanism for multiagent systems with 
MTL specifications
• Self-monitoring for MTL sub-tasks

• Self-correction with event-triggered MPC

• UAV-based surveillance missions
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Interaction & Risk Aware Approach (RMOP)

Which lane and at what speed to drive?

Major Challenges:

• Quantification of risk associated with each on-road agent

• Interaction and feasibility considerations for high-risk situations

Tariq, Faizan M., et al. "RMOP: Risk-Aware Mixed-Integer Optimization-based Planning for Highway Navigation." IEEE 

Transactions on Intelligent Transportation Systems (2023). In Review.

X

Traffic Flow

𝑙(𝑘) = 0

𝑙(𝑘) = 1

𝑙(𝑘) = 2

X

88
Safe Navigation of Autonomous Vehicles in Structured Mixed-Traffic Environments
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Risk: “Likelihood and severity of the damage that the ego vehicle 
may suffer in the future”

Vehicle-specific Risk:

Conditional Value-at-Risk: 

1 − 𝛼

Acceleration Ang. Velocity

Approach – Risk Evaluation

Tariq, Faizan M., et al. "RMOP: Risk-Aware Mixed-Integer Optimization-based Planning for Highway Navigation." IEEE 

Transactions on Intelligent Transportation Systems (2023). In Review.

89
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Approach – Risk Evaluation

Tariq, Faizan M., et al. "RMOP: Risk-Aware Mixed-Integer Optimization-based Planning for Highway Navigation." IEEE 

Transactions on Intelligent Transportation Systems (2023). In Review.

Traffic Flow

Risk-Aware safety margin

Risk-Agnostic safety margin

Risk-Agnostic 

Trajectory
Risk-Aware 

Trajectory

Relative 

Speed

90
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Comparative Analysis (Single Scenario) - Qualitative

Tariq, Faizan M., et al. "RMOP: Risk-Aware Mixed-Integer Optimization-based Planning for Highway Navigation." IEEE 

Transactions on Intelligent Transportation Systems (2023). In Review.

RMOP (Ours – Risk & Interaction Aware)

91
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Future Directions

● Tighten this theory

● Develop further general duality between performance 

measures and coherent risk measures

● Extend to multi-agent systems

● “Mathematize” Prospect Theory

● Design specialized hardware 
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Thank you!

baras@umd.edu

301-405-6606

https://johnbaras.com/

Questions?
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