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Abstract—New strains of Distributed Denial-of-Service (DDoS) attacks have exhibited potential to disconnect communication networks, even cutting off entire countries from the Internet. The “Crossfire” is a new, indirect DDoS link-flooding attack, which masks itself as natural congestion, making it very hard to counter. Several studies have proposed online attack detection schemes, whose efficiency has been shown to vary in different network topologies. However, the topology/detection relation has been studied qualitatively, without formal proof or quantification metric. The present study is motivated by the fact that network topology changes are generally expensive and slow. Therefore, network designers should be provided with means of evaluating the effects of topology modifications to the attack detection efficiency. The study fills this gap by contributing a formal proof for the topology-detection efficiency relation, as well as a novel offline metric that quantifies it. Full attack prototypes are implemented and evaluated in real Internet topologies, validating the analytical findings. It is shown that the novel metric expresses the topology-detection relation efficiently, while existing and widely-used metrics do not constitute good choices for this task.
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I. INTRODUCTION

Distributed link flooding attacks are a constant threat against the connectivity of networks. Such attacks have been observed in the wild, taking down web services and service providers [1], [2]. The scale of the exerted attack traffic in these cases has reached up to Tbps levels, which shows the critical importance of the threat [3]. Moreover, DDoS link-flooding attacks are evolving, gaining in stealth and execution ease [4], making their mitigation extremely hard [5–7]. New defense heuristics are being researched, aiming to detect the attack with minimal interference to the network’s operation.

Novel, sophisticated link-flooding attacks seek to affect multiple network parts, in order to obfuscate the existence and identity of a specific target. Moreover, they employ seemingly legitimate flows in the process. The Coremelt and Crossfire attacks in particular [5], [6]: (i) use non-spoofed source IP addresses to send traffic, which are much harder to filter, (ii) send packets to publicly accessible decoy servers to flood indirectly a seemingly non-targeted node, and (iii) transmit legitimate low-bandwidth flows [8] (e.g., normal HTTP messages). These “under-the-radar” flows then cumulatively flood certain target links. Thus, the Crossfire class constitutes a generalization over past link-flooding attacks, given that it can attack a target indirectly, whereas past attacks where direct and, hence, easier to detect [9].

If an attack cannot be detected, the network operator will at least treat it as a congestion event, i.e., perform traffic engineering (TE) to alleviate the congested part of the network [10]. However, if an operator can detect the attack, he can take immediate reactions to mitigate it (reactive measures), such as botnet exposing and blacklisting [11]. Additionally, he can take precautionary measures against future attacks (proactive measures), such as collaborating with neighboring ISPs for extra connectivity bandwidth, making link-flooding harder. Thus, DDoS detection heuristics run in tandem with TE to detect the attack target and the involved bots [12–16]. The network and the attacker engage in a loop where: (i) links get flooded by attack traffic, (ii) heuristics attempt to perform bot detection and blacklisting, and (iii) TE is performed to relieve the flooded links and restore connectivity [17].

Related studies have noted that topological factors can facilitate the execution of a Crossfire attack [18]. A topology is commonly defined as a graph of nodes and links, annotated with: (i) the routing rules at the router-nodes, (ii) the network traffic matrix (i.e., the traffic flows between all node pairs), and (iii) the capacity of each link. Assuming these inputs, related studies search for vulnerable links on the basis of serving too many paths and being naturally and persistently overloaded [18]. Subsequently, proactive measures for fortifying a topology can be taken. Nonetheless, the relation between a topology and the detection of Crossfire attacks has not been formally studied, despite qualitative evidence denoting high significance [16, 18]. Therefore, network operators have no means to quantify how a generally expensive and slow topological change (e.g., deploying a new fiber)
The present study addresses these concerns by contributing:

- An analytical proof of the relation between the network topology and the Crossfire attack detection efficiency. Practical insights on the form of the relation are derived via case-studies.
- A novel, analysis-derived metric, which receives a graph as its input, and quantifies the attack detection efficiency within it as scalar value bounded in \([0, 1]\). A practical algorithm is proposed for calculating the novel metric.
- A comparative evaluation of several commonly-used topological metrics, using realistic simulations. The novel metric is shown to accurately quantify the detection efficiency within a graph. Existing metrics are shown not to be good choices for this task in general, while only one (the heterogeneity metric \([19]\)) can serve simply as a non-quantifiable indicator.

The proposed metric can find use in the field of network topology evolution \([20]\). For instance, general-purpose optimization heuristics, such as genetic algorithms, can employ the novel metric as their optimization driver, and propose topological changes in favor of fast attack detection.

The remainder of this paper is organized as follows. Section II provides the necessary prerequisites on the Crossfire attack and the considered detection process. The novel metric and the analysis of its properties follows in Section III. The corresponding algorithmic formulation of the measurement process is presented in Section IV. The evaluation follows in Section V and the study of related works in Section VI. Section VII concludes the paper.

II. PREREQUISITES

The study assumes a destination-based routed network and the Crossfire attack model \([5], [6], [21]\). Network nodes can freely represent single physical machines or sub-networks. A concise description of the attack is given below.

A set of bots, which are entities with unique identifiers (e.g., machines with different IPs) reside within the studied network or beyond it (i.e., beyond any gateways). An attacker coordinates these bots to cut-off a targeted node from the network, essentially isolating it. The attack model defines a continuous cycle of interactions between the attacker (bot swarm) and the defender (network administrator):

**Attacker Model:** The attacker seeks to cut-off the paths connecting the gateways to the target. On these paths there exist public servers, the decoys, and the respective target links, which lead to both the target and the decoy servers. In practice, the attacker first constructs a map of the persistent network links around the target, e.g., via distributed traceroutes \([6]\). Then, he floods one or more target links by sending traffic only to decoy servers. This way, the flood cannot be directly observed by the target, but it still isolates it from the rest of the network.

**Defender Model:** The goal of the defender is to keep the network running without any severe performance degradation (e.g., flooded links). Therefore, he first monitors his network and detects overloaded links \([12]\). Subsequently, attack detection actions are carried out, seeking to detect the existence of a target, the involved bots or both \([16]\). Finally, he performs TE to balance the incoming traffic, restoring connectivity \([22]\).

Additional measures may include the disabling of traceroute and the deployment of moving target defenses \([23]\). However, in the cases of Internet providers, traceroute remains vital for monitoring congestion events, hardware failures, peering policy compliance and attack/configuration error detection (e.g., BGP prefix hijacks \([24]\)). Moreover, there also exist public multiple monitoring alternatives that an attacker can use instead (e.g., Periscope and Looking glass \([25]\), RIPE atlas \([26]\)). Finally, moving target defense can be too taxing to apply at Internet provider networks, as it disrupts considerably the legitimate operations as well \([23]\).

**Attacker - Defender Interaction:** The attacker monitors the network routes and reacts to routing changes performed by the defender, as exemplary shown in Fig. 1. Bots will then change their decoy server selection in case the re-routing has diverted their load from the targeted link(s), repeating the cycle. Thus, the attacker updates the link-map and flow densities, recalculates the target links and floods them again with several bot-originated flows. Notice that each attack step can affect multiple non-targeted nodes, impairing their connectivity as well (Fig. 1). A successful attack should always affect the intended target nonetheless.

![Attacker-Defender Interaction](image)
Crossfire-class attacks are inherently undetectable via traffic pattern examination means, since they consider bots that are completely indistinguishable from legitimate users in this aspect [5–7]. Therefore, a suitable approach for efficient attack detection is to rely on TE and contrapositive examination of susceptible bots and targets [27]. For instance, flows are rerouted away from flooded links and the network operator monitors the ones that return to cause link floods again [28]. Naturally, flows cannot be considered malevolent for returning to a link-flood event just once. Instead, an iterative approach should be followed, gradually reinforcing the evidence of a flow’s malevolence (or innocence). Therefore, reinforcement learning algorithms can constitute promising additions to the Crossfire detection workflow [29]. In related contexts, heuristic-based and distributed multi-agent learning techniques have successfully taken up the tasks of practical evidence reinforcement and bot/target classification decision [15], [30]–[34].

Studies have implemented contrapositive examination using reinforcement learning principles [15], [16]. The workflow is illustrated of Fig. 1. Each attack iteration manages to affect the connectivity of a set of network nodes, which—from the defender’s aspect—constitute possible attack targets. When a node is found within a set affected by a link flooding event, its probability of being an attack target is reinforced. The real attack target will lie in the intersection of the affected node sets, yielding the highest reinforcement rate, gradually giving away its existence and identity. The detection framework allows for applying the same logic to the bot detection [16]. In this approach, the probability of an IP address being a bot is reinforced when found to exert traffic over a flooded link. However, as proven in [16], bot detection can be completed evaded when the attacker commands a high amount of bots. In this case, bots can be used very rarely via cycling through the bot set. Thus, bot detection in Crossfire attacks cannot be robust and, subsequently, target detection is prioritized [16].

The employed notation is summarized in Table I.
The Crossfire detection probability as follows:

**Definition 2.** The Crossfire attack detection probability within a network is defined as the probability reinforcement *rate* for a targeted node being classified as the target.

**Remark 3.** The Crossfire detection probability within a graph $W$ is equal to $(1 - p_k(W))$.

The detection probability is related to the practical Crossfire attack detection time yielded by a reinforcement learning-based detection process. In general, such a process receives as input a series of observations and reaches a decision outcome. At each single observation, decision outcomes are reinforced by gradually increasing their likelihood. When the likelihood of a decision outcome reaches a threshold value, the process concludes.

In Crossfire attack detectors [13], [16], the observations are the affected nodes $N_i$ on every attack incident $t = 0, 1, \ldots$, and the possible decision outcomes are the identity of the node under attack. The attack target likelihood of each node is represented by an integer which is reinforced at each $t$, counting the occurrences of a node in the affected sets $N_i$, $\forall t$. Notice that the affected node set will always contain the real target, which will have a count equal to $t$. The final decision is based on the difference between the counter of the real target and any other node in the affected sets, $\Delta^t$. Therefore, we write:

$$\Delta^t = Count^t_{\text{target}} - Count^t_{\text{other}}$$  \hspace{1cm} (1)

where $Count^t_{\text{target}} = t$, while the average value of $Count^t_{\text{other}}$ is $p_k(W) \cdot t$. Let $\Delta_c$ be the confidence needed by the practical detection process, in order to yield a final decision. The detection will then occur on average at time moment $t = t_d$ when:

$$\Delta_c = t_d - p_k(W) \cdot t_d \Rightarrow t_d = \frac{\Delta_c}{1 - p_k(W)}$$  \hspace{1cm} (2)

Therefore, the higher the detection probability $(1 - p_k(W))$, the speedier the detection of the targeted node.

Having motivated the use of $(1 - p_k(W))$ as the detection efficiency metric, we proceed to formulate its value within a given graph, and derive its analytical properties. For ease of presentation, we will focus on $p_k(W)$ (collateral damage probability) and study full-mesh graphs first. Subsequently, the analysis will be generalized to hold for *any* graph.

**A. Full-mesh Network Graphs**

In a full-mesh graph, any two nodes are directly connected with a link. Under this circumstance, consider an ordered subset of the graph nodes. Due to the full-mesh connectivity, there always exists a routing configuration that offers a path traversing each node in the ordered set. Moreover, as mentioned in Section II, we consider destination-based routing and, subsequently, there exists one routing path connecting any two nodes. Subsequently, there also exists a link $l$, denoted as common service link, which connects this subset of nodes, $N \{ l \}$, to the rest of the network in a routing configuration. This trait of full-mesh graphs is formalized as follows.

**Lemma 4.** In a full-mesh graph, for any node subset $S$ of the given network $N$, there exists a common service link $l$ so as $N \{ l \} = S$.

(As a side note, in a multi-path routing scenario—which is allowed in source-based routing cases—the current definition of the common service link refers to attacks affecting the connectivity of a target in the general sense. I.e., it examines attacks against at least one of the paths that connect the target, degrading its overall quality of service but not necessarily disconnecting it fully).

Using Lemma 4, we can prove the following Theorem, which gives the collateral damage probability in a full-mesh graph.

**Theorem 5.** The $p_k$ metric (collateral damage probability) within a full-mesh graph is:

$$p_k = \frac{\sum_{m=1}^{k} (||N||-2)}{\sum_{m=1}^{k} (||N||-1)}$$  \hspace{1cm} (3)

**Proof:** Let $N_i$ denote the set of all nodes affected the attack at time $t$. An attacker with budget $k$ is able to flood links with $||N_i|| \leq k$, $k = 1 \ldots ||N||$. From Lemma 4, this means that there exists a node subset $N_i \subseteq N$ with $||N_i|| \leq k$.

Let us assume the targeted node $n_t$ at time $t$. The attack floods the corresponding set of links, affecting the node set $N_i$, where $||N_i|| = m \leq k$. Since the number of non-targeted nodes that are affected by the attack (i.e., nodes in $N_i$) is $m - 1$, the probability that a non-targeted node in the network (i.e., any node out of the $||N|| - 1$ non-targeted nodes) is affected by the attack is equal to:

$$q_m = \frac{m - 1}{||N|| - 1}$$  \hspace{1cm} (4)

Additionally, two comments can be made:

1) The number of $m$-sized sets that comprise: i) the targeted node, and ii) $m - 1$ other nodes is $\binom{||N||}{1} \binom{||N||-1}{m-1}$.

2) With budget $k$, the attacker can select and flood any link serving $m = 1 \ldots k$ nodes (i.e., the targeted one and $m - 1$ other nodes) with equal probability. The total number of these sets is $\sum_{m=1}^{k} \binom{||N||}{1} \binom{||N||-1}{m-1}$.
The probability of the size of the target set $N_t$ being equal to $m$ is derived from these two remarks. We simply divide the number of $m$-sized sets (from comment 1) by the number of all sets up to size $m$ (from comment 2). Since $\binom{1}{1} = 1$, we obtain:

$$P\{\|N_t\| = m\} = \frac{\binom{\|N\|-1}{m-1}}{\sum_{m=1}^{\|N\|} \binom{\|N\|-1}{m-1}}$$

(5)

Finally, from equations (4) and (5), it follows that the probability that a non-targeted node in the network is affected by the attack is:

$$p_k = \sum_{m=1}^{k} q_m \cdot P\{\|N_t\| = m\} = \frac{\sum_{m=1}^{k} \binom{\|N\|-1}{m-1}}{\sum_{m=1}^{\|N\|} \binom{\|N\|-1}{m-1}}$$

(6)

We proceed to study the properties of $p_k$ versus the attack budget $k$. In the following Result, we derive a simple and insightful approximate expression for $p_k$.

**Result 6.** The collateral damage probability within a full-mesh graph is approximated as:

$$p_k = \begin{cases} \frac{k-1}{\|N\|-1}, & 1 < k < \frac{\|N\|}{2} \\ \frac{\|N\|}{2}, & \frac{\|N\|}{2} < k \leq \|N\| \end{cases}$$

(7)

**Proof:** See Appendix.

Result 6 becomes exact for large networks ($\|N\| \gg 1$), however, its accuracy is significant even for small/medium size networks, as shown in the evaluation (Section V).

A number of interesting implications for the mesh graph, for both the attacker and defender, follow from Result 6:

- From the aspect of the attacker, it is shown that there exists a “sweet-spot” in the attack budget selection, which maximizes $p_k$. Particularly, at $k = \frac{\|N\|}{2}$, $p_k$ has already reached its maximal value, i.e., $p_{k=\|N\|/2} = 1/2$. Therefore, the attacker does not need to increase its attack budget further than this point.
- $p_k$ increases linearly with the attack budget $k \in [1,\|N\|/2]$, meaning that there are no “sharp” gains for the attacker. On the contrary, the attacker will need to increase his attack budget proportionally to his gains in detection avoidance.
- Moreover, the upper bound of $p_k \leq 1/2$ is also advantageous from the aspect of the defender. It dictates that no matter the attack budget, the target will be observed at least 2 times more than any other node in the $N_t$ sets. In other words, the target naturally stands-out by a factor of 2 at a minimum.

We proceed to generalize the results of the previous section, where we considered full-mesh graphs, and derive expressions for the metric $p_k$ under any network $W$.

**B. Generic Network Graph**

In a graph that is not a full-mesh, Lemma 4 does not hold, since some of the nodes are not connected with direct links. Thus, the TE module has fewer alternative routing trees than in a full-mesh network.

To quantify the number of missing links in a graph, and be able to calculate the probability within it, we define the detectability profile of the graph.

**Definition 7.** The detectability profile of a network graph $W = \{N, L\}$, is a vector of scalars such as:

$$\{\pi_m\}, m = 1 \ldots \|N\|$$

(8)

where $\pi_m \in [0,1]$, $\forall m$ denotes the fraction of subsets $S \subseteq N$ of size $m$ for which there exists a common service link $l$ so as $N \{l\} = S$.

**Note:** The definition of the detectability profile is based on the simple fact that any graph of $\|N\|$ nodes is a sub-graph of the corresponding full-mesh (whose profile is $\{\pi_m\} = 1$, $\forall m$). The detectability profile terms, $\pi_m$, simply measure the percentage of the $\binom{\|N\|}{m}$ full-mesh subsets $S$ of size $m$ that are also present in the given, specific graph.

Now, given the detectability profile of a graph, we can calculate the $p_k(W)$ within it.

**Theorem 8.** The collateral damage probability within a graph $W$ with profile $\{\pi_m\}, m = 1 \ldots \|N\|$, is equal to:

$$p_k(W) = \frac{\sum_{m=1}^{k} \pi_m \cdot \frac{\|N\|-1}{m-1}}{\sum_{m=1}^{\|N\|} \frac{\|N\|-1}{m-1}}$$

(9)

**Proof:** Since in a full-mesh graph the number of sets with size equal to $m$ is $\binom{\|N\|}{m}$ (cf. proof of Result 6), from Def. 7 it follows easily that the number of sets with size equal to $m$ in a graph with profile $\{\pi_m\}$ is:

$$\pi_m \cdot \binom{\|N\| - 1}{m - 1}$$

(10)

Hence, using the above value and following the same steps as in the proof of Result 6, we derive the expression of equation (9).

Using Theorem 8, we can calculate the exact value for the collateral damage probability within any network graph. Moreover, and similar to the full-mesh case, the following Results provide some further insights about the properties of the collateral damage probability within an arbitrary graph.

**Result 9.** The collateral damage probability within of any graph:

...
1) Is sub-linearly, non-strictly increasing for \(1 \leq k < \frac{\|N\|}{2}\).
2) Remains constant from a \(k_o \in \left[ \frac{\|N\|}{2}, \|N\| \right]\) and on, \((\|N\| \gg 1)\).

Proof: see Appendix

**Result 10.** The collateral damage probability within a network graph \(W\) of size \(\|N\|\) is upper bounded by the respective full-mesh graph of size \(\|N\|\), i.e.,

\[
p_k(W) \leq p_k(\text{mesh}) \tag{11}\]

Proof: See Appendix.

The above analysis has three interesting implications:

(i) Result 2 shows that the collateral damage probability for any graph follows a similar pattern as in the full-mesh case: it increases sub-linearly with \(k\), it takes its maximum value, and then remains constant. Thus, the existence of a “sweet-spot” for the attacker is proven for any graph.

(ii) Result 10 indicates that among all the physical graphs of equal size \(\|N\|\), the full-mesh is the one offering the highest collateral damage probability. Result 10 refers to the average over all routing trees that can be deployed over a physical graph. In a mesh graph, any routing tree can be deployed, which leads to increased collateral damage probability averaged over all possible routing configurations.

Motivated by the second implication presented above, and in order to give a practical connection between the traits of a graph and its detectability profile, we study an example case. We consider a graph with detectability profile:

\[
\{\pi_m\} : \pi_m = \begin{cases} 
1, & 1 \leq m \leq k_{\text{max}} \\
0, & k_{\text{max}} < m \leq \|N\| 
\end{cases} \tag{12}
\]

for some \(k_{\text{max}} \in \left[1, \frac{\|N\|}{2}\right]\). As noted, each \(\pi_m\) corresponds to the presence of links that jointly serve \(m\)-sized sets of nodes. Therefore, the profile of equation (12) corresponds to a graph without “fat” links, i.e., links serving many nodes. In particular, in the border case of \(k_{\text{max}} = 2\), the graph becomes a star-layout of nodes. As \(k_{\text{max}}\) increases beyond 2, the pairwise paths among nodes increase in size accordingly, drifting away from the star layout.

In a graph corresponding to the profile of equation (12), since the first \(k_{\text{max}}\) terms of \(\{\pi_m\}\) are equal to 1, the collateral damage probability coincides with the corresponding full-mesh value, up to \(m = k_{\text{max}}\). After this point, the graph offers no node subset larger than \(k_{\text{max}}\) (since the \(\{\pi_m\}\) terms for \(m > k_{\text{max}}\) are equal to zero). Therefore, the collateral damage probability is maximized for \(k = k_{\text{max}}\) and remains constant for any greater attack budget as follows:

\[
p_k = \begin{cases} 
\frac{k-1}{\|N\|}, & 1 < k \leq k_{\text{max}} \\
\frac{k_{\text{max}} - 1}{\|N\|}, & k_{\text{max}} < k \leq \|N\| 
\end{cases} \tag{13}
\]

Notice that the maximal \(p_k\) can be much lower than the boundary value, \(1/2\), depending on the value of \(k_{\text{max}}\). Indeed, for \(k_{\text{max}} = 2\) and a network of \(\|N\| = 100\) nodes, \(p_k\) becomes negligible (\(p_k = 1/100\)) compared to the upper bound (\(1/2\)).

(iii) Finally, from equation (9) we notice that the detectability profile, \(\{\pi_m\}\), is the only input required to calculate \(p_k\). In other words, a measurement of the detectability profile can explicitly project the behavior of a given graph, for any attack budget \(k\). Thus, in the following Section we proceed to study techniques for measuring and approximating the \(\{\pi_m\}\) values of a given graph.

**IV. MEASURING THE DETECTABILITY PROFILE**

The detectability profile, \(\{\pi_m\}\), is an expression of the paths and links supported by a given graph. A non-mesh graph may not contain links to jointly serve any given node set. This fact may be due to actual lack of physical connections, or due to disallowed connections, such as the ones imposed by security or routing policies [36]. To this end, we propose the Detectability Profile Measurement (DePROM), whose workflow is overviewed in Fig. 2 and formulated as Algorithm 1:

**Algorithm 1 Detectability Profile Measurement (DePROM).**

**Inputs:** The network graph \(W(N,E)\); an integer \(K\).

**Output:** The detectability profile \(\{\pi_m\}\) of \(W\).

1: checked_pairs ← \{∅ → ∅\}; //Empty Hash
2: unique_sets ← \{∅ → ∅\}; //Empty Hash
3: \(\pi_m \leftarrow 0, m = 1 \ldots \|N\|\);
4: while ∃ pair \((n,n')\) : \(n \neq n'\), checked_pairs\([(n,n')]\) = \∅
5: checked_pairs\([(n,n')]\) = 1;
6: paths ← KShortestPaths\((n \rightarrow n', K)\);
7: foreach \(p_{(n,n')}\) in paths do
8: foreach link \(l\) in \(p_{(n,n')}\) do
9: if unique_sets\([(N\{l\})] = \emptyset\) then
10: unique_sets\([(N\{l\})]\) ← 1;
11: \(\pi_{\|N\{|l\|} \leftarrow \pi_{\|N\{|l\|} + 1;
12: end if
13: end foreach
14: end foreach
15: end while
16: \(\pi_m \leftarrow \pi_m / (\|N\| - 1); //Normalization.

DePROM essentially counts sizes of node subsets in a graph, which can be parts of a connected routing tree.
Since an exhaustive search of all such subsets can be a combinatorial task, DePROM focuses on practical routing configurations. Thus, as shown in Fig. 2, it calculates the K-Shortest paths (non-disjoint) between all node pairs in the graph. Then, for each path, DePROM then counts all connected node subsets, \( \mathcal{N}\{l\} \), over it, for every link \( l \) on the path. For example, given a path:

\[
\delta_{\{1,5\}}^{2,3,4,5} : \{l_{1,2}, l_{2,3}, l_{3,4}, l_{4,5}\}
\]

we have the node subsets \( \mathcal{N}\{l_{1,2}\} = \{2, 3, 4, 5\} \), \( \mathcal{N}\{l_{2,3}\} = \{3, 4, 5\} \), \( \mathcal{N}\{l_{3,4}\} = \{4, 5\} \) and \( \mathcal{N}\{l_{4,5}\} = \{5\} \). The detectability profile, \( \{\pi_m\} \), is then derived as an enumeration the encountered, unique node subsets over the studied paths. The input parameter \( K \) regulates the graph exploration degree by defining the number of paths examined per node pair.

The specific workflow of DePROM is given in the listing of Algorithm 1. At first, two utility hashmaps, \( \text{checked_pairs} \) and \( \text{unique_sets} \), are defined at lines 1 – 2. \( \text{checked_pairs} \) maps node pairs to a Boolean value. Similarly, \( \text{unique_sets} \) maps a node-set to a Boolean value as well. Both variables are initialized as empty maps. In addition, the required \( \{\pi_m\} \) values are initialized as an array of zero values at line 3.

Having completed the initialization process, DePROM proceeds to iterate over node pairs \( (n, n') \), \( n \neq n' \), performing the following actions. At first, the \( \text{checked_pairs} \) hashmap is updated to denote that the presently examined pair has been iterated over, and needs not be processed further (line 5). Then, the \( K \)-shortest paths connecting node \( n \) to \( n' \) are found and stored in the paths list (line 6). We proceed to examine each link \( l \) on the \( K \) paths at lines 7 – 14, mapping \( l \) to its serving node subset, \( \mathcal{N}\{l\} \), as described above. If a set \( \mathcal{N}\{l\} \) is encountered for the first time, it is marked to avoid future re-processing (lines 9 – 10) and the profile \( \pi_m \) receives a unary increase at position \( m = ||\mathcal{N}|| \) (line 11). Finally, DePROM normalizes the profile \( \pi_m \) at line 16, following the form of the denominator of relation (9).

**Computational Complexity.** DePROM is intended to be an offline algorithm. Its complexity is defined by the employed \( K \)-ShortestPath implementation. The approach of Eppstein et al yields a complexity of:

\[
O \left( ||L|| + ||N|| \log ||N|| + K \cdot ||N|| \right)
\]

per run \cite{37}. Each run produces all \( K \)-shortest paths from a given node to all other network nodes. Thus, DePROM needs to execute this procedure \( ||N|| \) times, in parallel over the number of independent computing cores \( C \). Apart from the \( K \)-shortest paths sub-process, the DePROM loops of lines 7 – 14 require a maximum of \( O \left( K \cdot ||L|| \cdot ||N|| \right) \) computations (i.e., \( K \) paths per node, each path occupying a maximum of \( ||L|| \) links). Notice that hashmaps have \( O \left( 1 \right) \) lookup time. Thus, the total computational complexity of DePROM is

\[
O \left( \left( K + \frac{1}{C} \right) \cdot ||L|| \cdot ||N|| + ||N||^2 \left( \log ||N|| + K \right) \right).
\]

DePROM can trade precision for smaller complexity by using low \( K \) values as input parameters. Additionally, we note that the formulation of DePROM assumes that an attack can seek to disconnect any two nodes within the network. However, a network designer may be more interested in evaluating the scenario of disconnecting any node from a given node, such as a gateway. In this case, the pair selection of line 4 can focus on the gateway-to-node pairs only, which yields a total complexity of

\[
O \left( \left( K + \frac{1}{C} \right) \cdot ||L|| \cdot ||N|| + ||N|| \left( \log ||N|| + K \right) \right).
\]

Finally, it is noted that common offline graph metrics, like betweenness centrality\footnote{Betweenness centrality calculates the shortest path for each node pair and counts how many times a link is used over all paths.}, have quadratic complexity \cite{38}. Minimum cuts—another widely used concept in computer networks—are NP-Hard to calculate \cite{39}. In that sense, DePROM does not yield a complexity beyond the norm. Moreover, a desirable feature for offline metrics, such as betweenness centrality and DePROM, is the degree of parallelism. Both metrics derive their complexity from the calculation of paths between all node pairs on the network. In principle, each node-pair can be assigned for calculation to a different processor. Therefore, both metrics may be parallelized to reduce their actual runtime by a factor of \( ||N||/2 \).

**V. Experimental Evaluation**

We proceed to validate the analytical findings and compare DePROM to related studies via numerical and simulations-derived results. The experiments detailed below were executed in 100 real Internet topologies from the TopologyZoo database \cite{40}. This database contains graphs for multiple Internet Service Providers across the globe. In the selected dataset, the graphs comprise 5 to 160 nodes (i.e., not necessarily \( ||N|| \gg 1 \)). Preliminary executions of DePROM in all examined graphs showed the value of \( p_k \) remained unaltered for \( K \geq 30 \), implying that a full graph exploration is attained at this value. Thus, \( K \) is set to 30 for all runs. The related source-code is freely available.
Figure 3: The collateral damage probability (Definition 1) within multiple real Internet topologies (graphs), derived by measuring their detectability profiles with DePROM.

The related metrics include the link-rank exponent [18], the average shortest path length [16], as well as several commonly use topological metrics (heterogeneity, centrality, average neighbor count, network density, clustering coefficient, betweenness centrality exponent, and average connected node pair count [41]). The link-rank exponent and average shortest path length metrics have been theorized to exhibit a qualitative relation to the efficiency of Crossfire attacks (higher values favor the attacker), without formal proof [16], [18]. The remaining metrics are studied for exploratory reasons. The link-rank exponent is the only non-standard metric and is calculated as follows [18]. First we calculate the shortest paths between all node pairs in the topology. Then, we count how many times a link is found in this set of paths. The ensuing distribution (link-rank) is sorted by descending value and fitted to the Zipf-Mandelbrot distribution, i.e., to the formula \( f(x) \sim (x + b)^{-a} \). The \( a \) value deduced by the curve fitting process is the link-rank exponent. The curve fitting process is identical in the case of the betweenness centrality metric as well.

A. Numerical Results

First, we validate the analytical findings regarding the form and properties of \( p_k \) in Fig. 3. DePROM is executed for each graph and for \( 1 \leq k \leq \|N\| \). Subsequently, given the DePROM-derived graph profiles \( \pi_m \), the \( p_k \) value of each graph is derived via Theorem 8 and plotted it in Figure 3. The x-axis is normalized in \([1,100]\% \) of \( \|N\| \), and is therefore common for all graphs. (Overlapping graph names are omitted).

The dashed-line plot in Fig. 3 corresponds to the theoretical result of Result 6 which is shown to constitute an upper bound for all studied graphs. This outcome is in accordance with Result 10.

The collateral damage probability within each specific graph is shown to follow the general form projected by Result 9. Specifically, each curve follows a sub-linear increase for up to an attack budget value, while, beyond this point, each plot remains constant. Notably, this outcome also demonstrates the existence of a “sweet-spot” in the attacker’s budget in the studied graphs. It is also worth noting that Fig. 3 contains plots for graphs with even \( \|N\| = 5 \) nodes (e.g., “Renam” case). Regardless of this rather low number of nodes, the form of these plots is accurately predicted by Result 9 as well.

Second, we study the connection between a graph and its detectability profile \( \pi_m \). Given that the collateral damage probability is bounded within the range \([0,1/2]\), we select four graphs whose maximal \( p_k \) values (i.e., for \( k = \|N\| \)) span the complete range. Thus, Fig. 4 presents the profile and form of the “Ulaknet” (Turkey), “Gnet” (Greece), “PionierL1” (Poland) and “Darkstrand” (USA) cases, whose \( p_{\|N\|} \) values are approximately 0.02, 0.2, 0.4 and 0.5. The left part of Fig. 4 shows the real graph, while the right part presents the detectability profile and \( p_k \) metrics.

The “Ulaknet” case exhibits a minimal detectability profile. Almost all of the profile terms are absent (i.e., \( \pi_m = 0 \) for most \( m \)), meaning that the graph does not contain links that jointly serve more than a trivial percentage of the nodes. The absence of such links can be validated by observing Fig. 4a, which resembles a star layout. Therefore, pairwise node paths have a hop
count of 2, for most node pairs. Thus, most links jointly serve just two nodes. As a consequence of equation (12), the \( p_k \) plot versus the attack budget \( k \), exhibits a minor linear increase and ends to a flat line near zero.

The “Grnet” case (Fig. 4b) contains more non-zero profile terms than the “Ulaknet” network. Nonetheless, the higher order terms are still absent, resulting in low \( p_k \) values (but higher than “Ulaknet”). Moreover, the layout is no longer a clear star graph, but rather resembles a graph of smaller stars interconnected via random links.

The “PionierL1” case (Fig. 4c) exhibits a more complete detectability profile “Grnet” and “Ulaknet”. The graph of “PionierL1” does not resemble a star, but retains the characteristic of small, uniform diameter. Finally, the “Darkstrand” case has an essentially complete detectability profile, containing almost all possible terms (Fig. 4d). As a result, its \( p_k \) value approximates the boundary value of \( 1/2 \). Its form also exhibits a considerably larger diameter. Particularly, the left and right parts of the graph are connected via long paths. Subsequently, each of the links comprising these paths serve a high number of many nodes, which are affected by susceptible attacks.

Summarizing, the detectability profile describes the following aspects of a graph. First, the absence of higher order terms lowers the maximal \( p_k \) value of the network \( \langle p_k | N \rangle \), as discussed in the context of relation (13). Secondly, when more high order terms are absent, the graph essentially tends to become a star layout, as discussed in the context of relation (12).

**B. Simulation Results**

We proceed to compare DePROM and the related metrics via realistic network simulations. We use an open-source simulator of Crossfire attacks [16] which implements the attack (6) and defense process overviewed in Section [1].

The simulator is implemented in JAVA and runs on the AnyLogic platform [42]. The attacker is represented by a set of bots that continuously execute a Crossfire attack, attempting to cut-off the target from the gateway. The defender is represented by a TE process that is triggered on link-overload events and deploys new routing rules, seeking to minimize the maximum link utilization. In each run, the simulator receives as inputs: (i) a graph, (ii) the identity of a target node, and (iii) the identity of a gateway node.

At the run initialization stage, we select a random node to serve as gateway and deploy an OSPF set of routing rules in each network node. Link capacities are picked at random from the uniform range \([0.5, 1.5]\) Gbps. Furthermore, we instantiate 1000 benign traffic sources (IPs) and 1000 malevolent traffic sources (default simulator values). Each traffic source can exert a flow of 1.5 Mbps, without discrimination. These numbers indicate that the attacker has full attack budget potential. The benign flows pick a random (uniform) network node as their destination and exert their traffic.

The run operational stage comprises 20 cycles of bot attacks and subsequent TE rerouting for load balancing. The output is the *simulated* collateral damage probability. It is calculated as the number of times (out of 20) that each non-targeted node was present in the affected node sets, averaged over all non-targeted nodes. Runs are executed for each of the 100 TopologyZoo networks, and for 20 randomly picked target-gateway pairs within each network. Figure 5 compares the simulation output, the DePROM measurements as well as the related link rank exponent, average short path length and heterogeneity metrics (showing 50 topologies for brevity). The values of all metrics apart from DePROM are scaled to fit in \([0, 1/2]\) for ease of exposition.
Notably, DePROM provides the best match to the simulation results. Moreover, DePROM is the only metric that is naturally bounded in $[0, 1/2]$. Therefore, a single DePROM measurement in a given topology can be used directly for deducing the exact collateral damage (or, equivalently, the detection) probability. The related metrics are not bounded, meaning that their values have comparative ordering value only. In other words, one can only perceive them as indications that one topology is more/less vulnerable than another, without quantification or significant precision in this statement.

The link rank exponent and heterogeneity metrics exhibit an inverse relation to the simulation outputs. However, the heterogeneity metric exhibits fewer fluctuations than the link rank. The later exhibits several fluctuations even to minimal and maximal values, for intermediate plot points (e.g. at topologies “Singaren”, “Cesnet1999”, “Kreonet”, etc.). Finally, the average shortest path length does not exhibit an obvious statistical relation to the simulation results.

We proceed to quantify the relation between the simulation results, DePROM and all compared metrics using statistical correlation. To this end, we return to Fig. [5] and correlate the measured collateral damage probability (y-axis), to several topological metrics of the x-axis networks. Specifically, we use the Cytoscape tool to calculate the metrics of interest [19] and present them in table form (Table II).

To obtain Table II we create a $100 \times 11$ array, where the rows correspond to the 100 real topologies tested in the simulations (x-axis, Fig. [5]). The first 10 columns refer to the graph metrics listed in the labels of Table II. The last ($11^{th}$) column contains the simulation values derived via the preceding simulations in each topology (x-axis, Fig. [5]). Finally, we calculate the Spearman rank (i.e., correlation) between the last column and each of the first 10 columns [43], filling in the corresponding entries of Table II. The Table rows are listed by descending absolute correlation coefficient value.

DePROM yields the best result with an almost perfect coincidence (0.956), and a P-value of $10^{-7}$, i.e., much below the acceptable upper threshold (0.05) [43]. Among the remaining metrics, heterogeneity is the only one that stands out with a significant correlation coefficient. To understand this outcome, we revisit the definition of heterogeneity, $H (W)$, of a network $W$ [41]:

\[
H (W) = \frac{\sqrt{\text{Variance} (NB_n)}}{\text{Average} (NB_n)}
\]  

where $NB_n$ is an array containing the number of direct neighbors (node degree) of each node $n$ in the network $W$. At first, note that $H (W)$ captures both averages and fluctuations over node connectivity, contrary to other metrics listed in Table II. Moreover, equation (15) states that heterogeneity is zero in mesh-topologies, since $NB_n$ will be equal over all nodes $n$, yielding zero variance. Therefore, the more mesh-like the topology, the lowest its heterogeneity. Additionally, consider a star-topology of $|N| \gg 1$ nodes. In such a layout, $NB_n = 1$ for $|N| - 1$ nodes, while $NB_n = |N|$ for the center node. Thus, for $|N| \gg 1$ it holds that:

\[
\text{Average} (NB_n) = \frac{2 \cdot (|N| - 1)}{|N|} \approx 2
\]

\[
\sqrt{\text{Var}(NB_n)} = \sqrt{\frac{\sum_{n=1}^{|N|} (NB_n - 2)^2}{|N|}} = \sqrt{\frac{(1(N^2 - 1))}{|N|}} \approx \sqrt{|N|}
\]  

Therefore, heterogeneity increases for larger star topologies. These observations are aligned with the topological interpretation of Fig. [4], explaining qualitatively its high correlation to the heterogeneity metric.

Finally, given the statistical significant of heterogeneity, we proceed to study its relation to DePROM in more detail in Fig. [6]. Each point in this scatter plot corresponds
to one of the 100 topologies studied in the preceding evaluation. Different markers are assigned to the simulation-derived and DePROM-derived values of \( p_k = \| \mathcal{N} \| \). (Notice that the heterogeneity values are not scaled to \([0, 1/2]\) in this Figure). We proceed to derive statistically a linear relation connecting \( p_k = \| \mathcal{N} \| \) and heterogeneity. By applying linear fitting to the heterogeneity versus DePROM scatter plot, we obtain:

\[
p_k = \| \mathcal{N} \| (H) = 0.5 - 0.3 \cdot H \tag{18}
\]

with a root mean square error (RMSE) of 0.05753. Repeating again the linear fit process for the simulation-derived outcomes versus heterogeneity, we obtain the very similar relation:

\[
\hat{p}_k = \| \mathcal{N} \| (\hat{H}) = 0.54 - 0.34 \cdot \hat{H} \tag{19}
\]

with a similar RMSE of 0.072. These relations show promise towards deriving a simple topology metric similar to heterogeneity, with absolute relation to \( p_k \) and, subsequently, to the Crossfire attack detection probability. As discussed earlier in this Section, heterogeneity itself has comparative value. It can only be used as indication that one topology is more/less vulnerable than another, without quantification or significant precision in this statement. Deriving such a metric using the relations of (18), (19) as a basis constitutes a promising extension of the present work.

VI. RELATED WORK

Studer et al. introduced the Coremelt attack \([5]\), where swarms of attack bots send traffic among each other in order to indirectly cause significant congestion within core network links. Older link-flooding attacks used the bot swarm to directly attack a target, thereby causing direct DDoS \([9]\). Thus, the Coremelt attack constituted a generalization of the existing link-flooding DDoS attacks. The Crossfire attack provided an additional generalization \([6]\), assuming that bots can also use benign, existing servers as decoy destinations. Both Coremelt and Crossfire require bot orchestration, which can accomplished stealthily as well \([7]\). In this work, we study analytically such link-flooding DDoS attacks, decoupled from traffic patterns, and propose metrics to quantify the Crossfire detection potential in a given physical graph.

We note that related research around Crossfire attacks has focused on practical detection processes, but not on the effects of the topology. For example, Xue et al. propose the LinkScope system for detecting malicious link floods and for locating the target link or area whenever possible \([12]\). Their system uses end-to-end and hop-by-hop network measurement techniques to detect abrupt degradation of performance. It is also worth noting that more generic DDoS defenses, such as Ingress \([44]\), PacketScope \([45]\) and Pushback \([46]\), can be useful in the Crossfire case as well. The survey of Bhuyan et al. \([13]\) gives an overview of the methods and tools used for detecting DDoS attacks. In contrast to these works, we do not propose explicit detection schemes. Instead, we study the detection potential of an attack within a given graph, which could provide an indication of the expected end-performance of explicit detector algorithms in general.

The Crossfire and similar attack types have been studied in light of the SDN paradigm shift as well. Braga et al. capitalize on controller features for traffic analysis using Self Organizing Maps (SOMs) to classify flows and enable DDoS attack detection caused by heavy hitters \([47]\). Lim et al. propose a SDN-based scheme to block botnet-based DDoS attacks that do not exhibit detectable statistical anomalies \([48]\). They focus on HTTP communications between clients and servers and they employ CAPTCHA challenges for HTTP URL redirection. Kang et al present a re-routing scheme that forces malevolent flows to increase their traffic volume, leading to their exposure \([14]\). The studies of \([16]\) and \([15]\) study source-based and destination-based routing respectively. They apply TE in a manner that forces malevolent flows to constantly re-home to new destinations, accelerating their detection. The recent work of Lee et al. (CoDef) studies Crossfire attacks at inter-AS level, and highlights the importance of AS collaboration for security purposes \([49]\). They propose a practical, cooperative TE-based detection method for identifying low-rate attack traffic. These methods can also be classified as explicit detection schemes.

The study of \([18]\) examined the role of topology traits to routing bottlenecks in general. The study deduces the qualitative best-practices for defending against common DDoS exploits, including Crossfire attacks. Extensive measurements show that path diversity limits link sharing, facilitating load balancing. On the contrary, the present study does not refer to factors that facilitate the attack execution within a network, but rather to attack detection potential within a given graph.

Finally, in their previous work \([16]\), the authors proposed a novel framework for detecting Crossfire and Coremelt attacks within a network, employing a novel combination of TE and reinforcement learning. This study contributed: i) an analytical model for the Crossfire and Coremelt attacks, with general applicability to multi-graphs, multipath routing and generic bot behavior, ii) A lightweight detection process based on reinforcement learning, described in Section \([1]\) iii) A novel way of incorporating the detection process within existing TE modules, without affecting their operation. Statistical analysis hinted that the network topology affects the
detection efficiency, which was designated as a future research direction.

The present work was motivated by: i) this preceding evidence, i.e., that the topology might significantly affect the attack detection, and ii) the fact that physical changes in a topology are expensive and slow. Therefore, network designers should have a metric to quantify how a perspective topological change will affect the detection efficiency of an attack. The present study fills this gap, contributing: i) a formal proof of the relation between a network graph and the attack detection efficiency, ii) a novel metric which quantifies this relation and an algorithm for calculating it, iii) practical insights on the relation, e.g., showing that detection is more efficient in star-like topologies, and that the higher the heterogeneity of a graph, the higher the detection efficiency.

VII. CONCLUSION AND FUTURE WORK

The present work studied recent, sophisticated DDoS link-flooding attacks which have exhibited potential to segment the Internet while remaining stealthy. Using analysis, it was shown that network graph attributes can influence the attack target detection potential within a given network layout. Novel, security-oriented topological metrics were proposed and extensively compared to existing ones via simulations, in multiple real Internet topologies. The novel metrics were found to effectively capture the security attributes of a topology better than any other related approach.

Future work will focus on using the novel metrics for security-aware topology design and evolution, facilitating their proactive fortification. The authors aim at developing evolutionary algorithms that seek to increase the attack detection efficiency within a topology with a constrained number of topological changes. In this sense, the installation of new physical links or nodes can become security-aware. Application scenarios in consideration also include inter-autonomous system peering agreements, where the aim is to provide an additional security dimension when evaluating perspective peering decisions.

ACKNOWLEDGMENT

This work was funded by the European Union project CIPSEC: “Enhancing critical Infrastructure protection with an innovative security framework”, grant number EU700378. (www.cipsec.eu).

REFERENCES


APPENDIX

Proof of Result [6] We will show that: 1) $p_k$ is a strictly rising function. 2) $p_1 = 0$, $p \frac{\|N\|}{\|N\| - 1} \approx \frac{1}{2}$, $p\|N\| \approx \frac{1}{2}$, 3) $p_k \leq \frac{k-1}{\|N\|}$, and 4) $p_k$ is concave for $k \in \left[1, \frac{\|N\|}{2}\right]$. 

Claim 1. Let $\Delta p = p_{k+1} - p_k$. We will show that $\Delta p > 0$. First, for ease of presentation, we define the $f_k$ and $g_k$ helping quantities:

$$f_k = \sum_{m=1}^{k} \left(\|N\| - 2\|N\| - m\right), \quad g_k = \sum_{m=1}^{k} \left(\|N\| - 1\|N\| - m\right)$$

(20)

Then, via standard finite differences, we have [50]:

$$\Delta p = \Delta \left(\frac{f_k}{g_k}\right) = \Delta f \cdot g_k - f_k \cdot \Delta g \approx g_k \cdot (f_k + \Delta g)$$

(21)

Furthermore, from the definition of $f_k$, $g_k$ in equation [4] we obtain:

$$\Delta g = \left(\frac{\|N\| - 1}{k}\right) \text{ and } \Delta f = \left(\frac{\|N\| - 2}{k - 1}\right)$$

(22)

Notice that $\Delta g, \Delta f, g_k, f_k > 0$. Therefore, the denominator of equation (21) is strictly positive and we focus on the numerator, rewriting equation (21) as:

$$\Delta p \propto \Delta f \cdot \left(g_k - f_k \frac{\Delta g}{\Delta f}\right) \Rightarrow \Delta p \propto \left(g_k - f_k \frac{\Delta g}{\Delta f}\right)$$

(23)

Moreover, from equations (22) we obtain:

$$\frac{\Delta g}{\Delta f} = \frac{\|N\| - 1}{k}$$

(24)

Thus, equations (23) and (22) yield:

$$\Delta p \propto \left(g_k - f_k \frac{\|N\| - 1}{k}\right)$$

(25)

From the $f_k$ definition in equation [4] can be rewritten as:

$$f_k = \sum_{m=1}^{k} \left(\|N\| - 1\|N\| - m\right)$$

(26)
Finally, we substitute \( g_k \) and \( f_k \) from equation (3) and (24) into (25) producing:

\[
\Delta p \propto \sum_{m=1}^{k} \left( \frac{1}{m} - \frac{m-1}{k} \right) \left( \frac{\|N\|}{m} - 1 \right) \tag{27}
\]

Since \( m \in [1, k] \), \( \left( \frac{1}{m} - \frac{m-1}{k} \right) \) is strictly positive. Hence:

\[
\Delta p > 0 \iff p_{k+1} > p_k, \text{ QED}. \tag{28}
\]

Claim 2. Since \( f_1 = 0 \) and \( g_1 = \left( \frac{\|N\|}{1} \right) = \|N\| \), we have:

\[
p_1 = f_1 = g_1 = 0 \tag{29}
\]

Using the identity \( \sum_{m=0}^{\infty} \left( \frac{s}{m} \right) = 2^s \), we have that \( f_k = 2\|N\|^2 - 2 \) and \( g_k = 2\|N\|^2 - 1 \). Therefore:

\[
p_{\|N\|} \approx \frac{1}{2}, \quad \|N\| \gg 1 \tag{30}
\]

At this point, notice that \( p_k \) is bounded in \([0, \frac{1}{2}]\), due to Claim 1 and equations (29) and (30).

Proceeding to the value \( p_{\|N\|} \), we remark that the function \( F(S, m) = \left( \frac{S}{m} \right) \) is always positive and symmetric around \( m = \frac{S}{2} \), for \( S \gg 1 \). Therefore, it holds that:

\[
\frac{1}{2} \sum_{m=1}^{S} F(S, m) \approx \sum_{m=1}^{S} F(S, m) = \frac{1}{2} \sum_{m=1}^{\infty} F(S, m).
\]

Returning to \( p_{\|N\|} \), we obtain that it is equal to:

\[
\frac{\sum_{m=1}^{\|N\|} F(\|N\| - 2, m-2) - \frac{1}{2} \sum_{m=1}^{\|N\|} F(\|N\| - 1, m-1)}{\sum_{m=1}^{\|N\|} F(\|N\| - 1, m-1)} \equiv p_{\|N\|} \approx \frac{f_{\|N\|}}{g_{\|N\|}} \tag{31}
\]

Claim 3. We will first prove the utility:

\[
\Delta p \leq \frac{1}{\|N\|} \tag{32}
\]

It must hold that:

\[
\Delta f \cdot g_k - \Delta g \cdot f_k \cdot \Delta g \leq \frac{\Delta g \left( \frac{\Delta f}{\Delta g} \cdot g_k \cdot (\|N\| + \Delta g) \right)}{g_k \cdot (\|N\| + \Delta g)} \leq \frac{1}{\|N\|} \tag{33}
\]

or, equivalently, and replacing \( \Delta f \Delta g \) from equation (24):

\[
\Delta g \left[ k \cdot g_k - (\|N\| - 1) f_k \right] \leq g_k \cdot (\|N\| + \Delta g) \iff \Delta g \frac{g_k}{g_k} \left[ k \cdot g_k - (\|N\| - 1) f_k \right] \leq g_k + \Delta g \tag{34}
\]

We focus on the term \( a = [k \cdot g_k - (\|N\| - 1) f_k] \) and replace \( g_k, f_k \) with their definitions, producing:

\[
a = \sum_{m=1}^{k} \left( \|N\| - 1 \right) - \sum_{m=1}^{k} \left( \|N\| - 1 \right) \left( \|N\| - 2 \right) \leq \sum_{m=1}^{k} \frac{\|N\| - 1}{m-1} \left( \frac{\|N\| - 1}{m-2} \right) = \sum_{m=1}^{\|N\|} \left( \|N\| - 1 \right) \left( \|N\| - 2 \right) \tag{35}
\]

Notice that, since \( 1 \leq m \leq \|N\| \), it always holds:

\[
\left( \|N\| - 1 \right) \left( \frac{k}{m-1} - 1 \right) = \left( \|N\| - 1 \right) \left( k - m + 1 \right) \geq 1 \tag{36}
\]

Therefore, from equation (35):

\[
\sum_{m=1}^{k} \left( \|N\| - 2 \right) \leq a \iff g_k \leq a \tag{37}
\]

Thus, inequality (34) becomes:

\[
\frac{\Delta g}{g_k} g_k \leq \frac{\Delta g}{g_k} g_k \leq g_k + \Delta g \Rightarrow \Delta g \leq g_k + \Delta g \tag{38}
\]

which is always true, proving the utility \( \Delta p \leq \frac{1}{\|N\|} \).

We will work by induction to prove Claim 3. For \( k = 1 \) it holds that \( p_1 \leq 0 \), in accordance with Claim 2. Let a \( k = K \) for which \( p_K \leq \frac{k-1}{\|N\|} \). Then, we derive:

\[
p_K \leq \frac{K - 1}{\|N\|} \Rightarrow p_K - p_{K+1} = p_{K+1} \leq \frac{K - 1}{\|N\|} \Rightarrow p_{K+1} \leq \frac{K - 1}{\|N\|} + \Delta p \equiv p_{K+1} \leq \frac{K - 1}{\|N\|} \tag{39}
\]

Thus, it always holds that \( p_k \leq \frac{k-1}{\|N\|} \), QED.

Claim 4. We will show that \( \Delta^2 \left( p_k \right) = \Delta^2 \left( \frac{f_k}{g_k} \right) = \frac{f_k}{g_k} g_k \cdot \|N\| + g_k \cdot (\|N\| + \Delta g) \tag{40}
\]

We study the properties of the terms \( f_{k+1}, f_{k+2}, g_{k+1}, g_{k+2} \).

Initially, it holds that:

\[
f_{k+1}, f_{k+2}, g_{k+1}, g_{k+2} > 0 \tag{41}
\]

and, therefore, we can focus on the numerator of equation (40). Then, we write:

\[
g_k + 1 = g_k + (g_k + 1 - g_k) = g_k + \Delta g \tag{42}
\]

where \( \Delta g = g_{k+1} - g_k \). In addition, we write:

\[
g_{k+2} = g_k + (g_{k+1} - g_k) + (g_{k+2} - g_{k+1}) \tag{43}
\]

From the definition of \( g_k \) in equation (3), we obtain that:

\[
g_k + 1 - g_k = \left( \frac{\|N\|}{k+1} - 1 \right) \tag{44}
\]

we study the properties of the terms \( f_{k+1}, f_{k+2}, g_{k+1}, g_{k+2} \).

Initially, it holds that:

\[
f_{k+1}, f_{k+2}, g_{k+1}, g_{k+2} > 0 \tag{41}
\]

and, therefore, we can focus on the numerator of equation (40). Then, we write:

\[
g_k + 1 = g_k + (g_k + 1 - g_k) = g_k + \Delta g \tag{42}
\]

where \( \Delta g = g_{k+1} - g_k \). In addition, we write:

\[
g_{k+2} = g_k + (g_{k+1} - g_k) + (g_{k+2} - g_{k+1}) \tag{43}
\]

From the definition of \( g_k \) in equation (3), we obtain that:

\[
g_k + 1 - g_k = \left( \frac{\|N\|}{k+1} - 1 \right) \tag{44}
\]
Thus, equations (44) and (45) transform equation (43) as:

$$g_{k+2} = g_k + \Delta g + \frac{||N|| - k - 1}{k + 1} \cdot \Delta g \Leftrightarrow$$

$$g_{k+2} = g_k + \frac{||N||}{k + 1} \cdot \Delta g$$ (46)

Working similarly for $f_{k+1}$ and $f_{k+2}$ we obtain:

$$f_{k+1} = f_k + \Delta f$$ (47)

$$f_{k+2} = f_k + \frac{||N|| - 1}{k} \cdot \Delta f \quad \text{eq. (24)}$$ (48)

Returning to equation (40), we notice that the denominator is once again strictly positive due to relations (41). Therefore we focus on sign of the numerator. Using equations (42), (46), (47), (48) and the condition $||N|| \gg 1$ in the numerator of (40) produces:

$$\Delta^2 p_k = -[k - g_k - (||N|| - f_k) ||N|| - 2(k - ||N||)] \cdot g_k + ||N|| \cdot \Delta g$$ (49)

We will show that both terms in brackets are positive for $||N|| \gg 1$ and $k \in [1, ||N||/2]$. For the first term, we replace the definitions of $f_k$, $g_k$, producing:

$$\sum_{m=1}^{k} \left( \frac{||N|| - 1}{m - 1} - \sum_{m=1}^{k} ||N|| \left( \frac{||N|| - 2}{m - 2} \right) \right) = \sum_{m=1}^{k} \left( k - \frac{||N||}{||N|| - 1} \left( \frac{||N|| - 1}{m - 1} \right) \right)$$ (50)

which is positive for every $m \leq k$ when $||N|| \gg 1$. The second term of (49) in brackets holds for $k = 1$:

$$2 - ||N|| + ||N|| (||N|| - 1) > 0, \ \forall ||N||$$ (51)

Let a $k = K$ for which it holds that:

$$\left( 2K - ||N|| \right) \cdot g_k + ||N|| \cdot \Delta g > 0 \quad \Rightarrow$$

$$g_k < \frac{||N||}{||N|| - 2K} \left( \frac{||N|| - 1}{K} \right)$$ (52)

We will show that it also holds for $k = K + 1$. We add $(||N|| - 1)^{K-1}$ in both parts of (52), producing $g_{k+1}$ to the left, and will show that:

$$g_{k+1} < \frac{2^{2||N|| - 2K - 1}(1)^{K-1}}{(1^{K-1})} < \frac{1^{K-1}}{1^{K-1}}$$ (53)

Simplifying the binomials yields:

$$\frac{2^{2||N|| - 2K - 1}(1)^{K-1}}{(1^{K-1})}$$ (54)

Finally, using $||N|| - 2 \approx ||N|| - 1 \approx ||N||$, it is not difficult to see that (54) holds for $k \in [1, ||N||/2)$. Therefore, from (49), we obtain $\Delta^2 p_k < 0$ for the studied range of $k$, QED.

From Claims 1, 2 and 3, $p_k$ must start from 0 and reach $1/2$ for $k = ||N||/2$, in a strictly increasing fashion, while remaining on or below the line $\frac{1}{||N||}$, $||N|| \gg 1$. However, Claim 4 adds that $p_k$ cannot be below this line, since this would upset its concavity. Thus, $p_k$ is approximated by the line $\frac{k-1}{||N||}$ for $k \in [1, \frac{||N||}{2}]$. For $k \in \left[ \frac{||N||}{2}, ||N|| \right)$, $p_k$ must be almost constant and equal to $1/2$, due to Claims 1 (monotonicity) and 2 ($p_{k+1} = p_k ||N||$), which concludes the proof.

**Proof of Result 9**

Assume a network $w$ and note that:

$$\Delta g (w) = \pi_k \cdot \Delta g \quad \text{and} \quad \Delta f (w) = \pi_k \cdot \Delta f.$$ (55)

$\Delta f (w)$ and $\Delta g (w)$ are jointly 0 for $\pi_k = 0$, or $\neq 0$ otherwise.

**Property 1.** We repeat the above procedures of Result 6 Claims 1, 3 and 4. For Claim 1, note that, by equation (21), $\Delta p (w) = 0$ when $\Delta f (w), \Delta g (w) = 0$. If $\Delta f (w), \Delta g (w) \neq 0$, the proof of Claim 1 for $g_k (w)$ and $f_k (w)$ instead of $g_k$ and $f_k$ leads to the addition of a positive $\pi_m$ factor within the sum of relation (27), which does not upset its sign. Thus, $\Delta p (w) \geq 0$, and $p_k (w)$ is non-strictly increasing. Working similarly, Claims 3 and 4 yield a linear upper bound in $\pi$ and concavity for $k \in \left[ 1, \frac{||N||}{2} \right)$. Since $\Delta p (w)$ can be 0, the increase is sub-linear in the general case, QED.

**Property 2.** From Result 6 $p_k$ is constant to $1/2$ for $k \in \left[ \frac{||N||}{2}, ||N|| \right]$. Thus, it must hold that $\Delta p = 0$. Dividing the numerator and denominator of (21) by $g_k \cdot \Delta g$:

$$\Delta p = \frac{\Delta f}{\Delta g} \frac{f_k}{g_k} = 0, \ \forall k \in \left[ \frac{||N||}{2}, ||N|| \right]$$ (56)

However, $\frac{f_k}{g_k} = \frac{1}{2}$, while from equation (24) we have that $\frac{f_k}{g_k}$ varies linearly in $(1/2, 1)$, for the studied range of $k$. Thus, the numerator of equation (56) is not zero. For (56) to hold for every studied $k$, it must hold that:

$$\frac{g_k}{\Delta g} \rightarrow \infty, \ \forall k \in \left[ \frac{||N||}{2}, ||N|| \right]$$ (57)

Next, we study $\Delta \rho$, noting that by the Mean Value Theorem for sums, there exist $\pi_F, \pi_G \geq 0$:

$$f_k (w) = \sum_{m=1}^k \pi_F (\frac{1^{m-1}}{m-2}) = \pi_F f_k \quad \text{and} \quad g_k (w) = \pi_G g_k.$$ (58)

Using $f_k (w), g_k (w), \Delta f (w), \Delta g (w)$ in equation (56), and using the substitutions (55) and (58), we conclude that $\Delta p (w) = 0$ due to (57). If $\pi_F = 0$, then so does $\pi_G$, due to relation (55). In this case, from the form of (21), it also holds $\Delta p (w) = 0$, QED.

**Proof of Result 10**

We will show that $p_k (W)$ and $p_k$ have the same initial value (for $k = 1$), $p_k$ increases faster, and are both upper bounded at $1/2$.

From relations (56) and (57) we obtain for $k = 1$ that:

$$p_1 (\text{mesh}) = p_1 (W) = 0$$ (59)
Additionally, Result 9 states that $p_k$ (mesh) increases linearly with $k$, while $p(W)$ increases sub-linearly with $k$. Finally, we show by induction that $p_{\|N\|} (W) \leq \frac{1}{2}$, $\forall k$. Starting with relation (6), we require:

$$p_{\|N\|} (W) = \frac{\sum_{m=1}^{\|N\|} \pi_m \cdot \frac{m-1}{\|N\|-1} \cdot (\frac{\|N\|-1}{m-1})}{\sum_{m=1}^{k} \pi_m \cdot (\frac{\|N\|-1}{m-1})} \leq \frac{1}{2} \Leftrightarrow$$

$$\sum_{m=1}^{\|N\|} \pi_m \cdot \frac{m-1}{\|N\|-1} \cdot (\frac{\|N\|-1}{m-1}) \leq \sum_{m=1}^{k} \pi_m \cdot (\frac{\|N\|-1}{m-1}) \Leftrightarrow$$

$$0 \leq \sum_{m=1}^{\|N\|} \pi_m \cdot \left(1 - \frac{m-1}{\|N\|-1} \right) \left(\frac{\|N\|-1}{m-1}\right) (60)$$

The binomial factor $\left(\frac{\|N\|-1}{m-1}\right)$ is positive and symmetric in $m \in [1, \|N\|]$ around $m_o = \frac{\|N\|-1}{2} + 1$. The factor $\left(1 - \frac{m-1}{\|N\|-1}\right)$ is a linear ramp that ranges from $-1$ for $m = 1$ to $+1$ for $m = \|N\|$, and becomes zero at $m_o = \frac{\|N\|-1}{2} + 1$. Therefore, the quantity $\sum_{m=1}^{\|N\|} \left(1 - \frac{m-1}{\|N\|-1}\right) \left(\frac{\|N\|-1}{m-1}\right)$ by itself would be equal to zero. Thus, the right part of inequality (60) is indeed positive if the $\pi_m$ distribution is positively skewed, i.e., if takes generally larger values for $m \in (m_o, \|N\|)$ than for $m \in (1, m_o)$ which can be shown as follows.

First, notice that it always holds that $\pi_1 \neq 0$ (i.e., there is always a way to cut-off single nodes) while $\pi_{\|N\|} = 0$ (since the opposite would imply cutting-off the complete network from another, non-existing node). Moreover, consider a path connecting any two nodes and comprising $n$ links. Notice that there exist 2 service links with $\|N\{l\}\| = 1$, 2 service links with $\|N\{l\}\| = 2$, ..., 2 service links with $\|N\{l\}\| = n-1$ and 0 service links with $\|N\{l\}\| = n$, which is a positively skewed distribution. Any complex routing can be decomposed to smaller linear paths (branches with $n < \|N\|$), i.e., a composition of positively-skewed distributions. Thus, the overall distribution is positively skewed as well, QED.
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