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Abstract

Recently, many research efforts are directed towards co-
evolutionary algorithms. The present work aims at the as-
sessment of Hierarchical Cooperative CoEvolution (HCCE)
being properly formulated to address hierarchical problems
where simple components having separate design objec-
tives, are parts of other more complex ones. HCCE is able
to highlight the specialties of each component and addi-
tionally enforce their successful integration in a composite
structure. Here we present HCCE describing also the inter-
nal dynamics that provide its effectiveness in addressing dif-
ficult distributed design problems. Additionally, the results
described in the present work attest to its validity and su-
perior performance against ordinary Unimodal evolution,
and Enforced SubPopulation coevolution.

1. Introduction

Evolutionary techniques are often employed as a tool
for designing complex computational systems. However,
in the majority of real-life applications, partial entities can
be identified, which together compose the overall picture of
the problem. These entities often follow different design
objectives as it is indicated by their specialized role in the
composite system. As a result, by utilizing ordinary evolu-
tionary schemes employing a single representation to map
complete problem solutions to the genotype, the structural
nature of the problem is usually underestimated, or over-
looked. In order to be more effective, partial components
should be explicitly considered by the evolutionary process,
facilitating the exploration of their structure.

This is particularly the approach followed by coevo-
lutionary algorithms which utilize separate populations to
evolve partial entities of the problem [14, 17]. In order to
formulate a composite problem solution, individuals within
different populations have to be selected, put together and
operate in parallel [1, 13]. Each population can use its own

evolutionary parameters (e.g. encoding, genetic operators).
Accordingly, increased search competencies are inherently
available in coevolutionary algorithms.

In general, coevolutionary approaches are classified in
competitive and cooperative. In the first case, an antagonis-
tic scenario is followed with one population trying to bit the
other. In the second case a synergistic scenario is followed
with the evolution of partial populations adjusting on one
another, formulating a complex system with globally suc-
cessful functionality [14]. In the current study, we concen-
trate on cooperative schemes being appropriate to approach
problems with explicit notions of modularity.

The majority of existing cooperative coevolutionary
schemes have been applied in designing distributed struc-
tures consisting of smaller components [1, 4, 6, 8, 15].
However, these schemes are not able to sufficiently investi-
gate hierarchically organized problems where simple com-
ponents are parts of other more complex ones, formulating
gradually more composite structures. Along this line, we
have recently introduced a Hierarchical Cooperative Co-
Evolutionary scheme that is capable of approaching prob-
lems described by multiple levels of modularity [11, 12, 10].

Hierarchical Cooperative CoEvolution (HCCE) aims at
both highlighting the independent roles of partial compo-
nents at various levels, and additionally enforcing their cou-
pled operation as a globally integrated system. This is
achieved by evolving separate populations for each com-
ponent of the system, and additionally evolving popula-
tions encoding assemblies of components. These two dif-
ferent kinds of evolutionary processes are hierarchically or-
ganized. The evolutionary processes at lower levels inves-
tigate the structure of partial system components. They are
driven by their own dynamics, trying to meet the special
design objectives of each component. At the same time,
the evolutionary process at the higher level, explores the
integrated performance of substructures trying to identify
those component structures that can successfully cooperate.
This higher level assembly formulation process tunes lower
level component design procedures favoring the structures
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with the best cooperative performance. This is achieved
by means of a newly introduced genetic operator named
“Replication”. The architecture of multiple coevolutionary
processes tuned by a higher level evolution, can be repeated
for as many levels as necessary, formulating distributed sys-
tems consisting of many components.

HCCE has been extensively employed to design a series
of different distributed cognitive systems (e.g. [11, 12, 10]),
but it could be also used in other distributed problems such
as designing teams of heterogeneous but cooperating ro-
bots, designing distributed mechanical systems consisting
of different substructures, etc.

The current study assesses the effectiveness of HCCE
scheme on the design of complex distributed systems. Par-
ticularly, we perform a series of tests validating the ro-
bustness of the hierarchical coevolutionary scheme, and we
compare it with (i) Unimodal evolution and (ii) Enforced
SubPopulation (ESP) coevolution [7]. Additionally, we test
the efficiency of the “Replication” genetic operator, that has
been introduced to support the successful convergence of
the coevolutionary procedure.

The rest of the paper is organized as follows. In the next
section, we present the Hierarchical Cooperative CoEvolu-
tionary (HCCE) scheme. Then, we present the experimental
procedure and the obtained results emphasizing on the ef-
fectiveness and the internal dynamics of the HCCE scheme.
In the last two sections, we discuss the obtained results and
we formulate suggestions for future work.

2. Hierarchical Cooperative CoEvolution
(HCCE)

Cooperative coevolutionary approaches involve many in-
teractive populations which evolve the components of a dis-
tributed structure. Partial populations are usually referred
as species in the coevolutionary literature, and thus these
two terms will be employed interchangeably henceforth.

In the majority of existing approaches, individuals of a
species cooperate with the best individual from the other
species or a randomly selected set of cooperators (e.g.
[1, 8, 14]). This is also the case with Pareto coevolution-
ary approaches [2, 5, 6, 9] which mainly aim at balanc-
ing between different criteria in multi-objective optimiza-
tion problems. The issue of collaborator selection is very
important, especially when investigating large systems con-
sisting of many components.

In order to address the collaborator selection issue, a
higher level optimization process can be used that searches
within species identifying the individuals with the best cou-
pled performance. This higher level search can be imple-
mented by means of one more evolutionary process [2, 15].
The process of simultaneous evolution of partial compo-
nents and assemblies of components, can be organized hier-

archically, formulating a multiple level scheme consisting
of gradually more complex assemblies. The hierarchical
organization facilitates the solution of problems described
by multiple levels of modularity, where simple components
are parts of other more complex ones. In our previous works
we have presented a Hierarchical Cooperative CoEvolution-
ary (HCCE) architecture able to design complex systems
consisting of a large number of components [11, 12]. Be-
sides the evolution of species corresponding to partial com-
ponents, the proposed HCCE scheme employs additional
higher level evolutionary processes, to select the proper in-
dividuals from each species that cooperatively are able to
construct effective component assemblies. These configura-
tions are used as a basis to guide the composite coevolution-
ary process since individuals are more likely to be members
of effective assemblies of cooperators.

To the best of our knowledge, there is only one work pre-
senting a hierarchical cooperative coevolutionary method in
the literature [4]. In contrast to [4], our approach is capa-
ble of coevolving larger assemblies of cooperating species,
while at the same time, emphasizes the independence of
substructures utilizing multiple and potentially separate cri-
teria to guide partial evolutionary processes. Other ap-
proaches on hierarchical problem solving investigate the
design of system components sharing the same set of ob-
jectives, and thus, they can not address effectively dis-
tributed systems consisting of heterogeneous substructures
[16, 3, 2]. Additionally, they don’t utilize specialized sub-
populations that have been proved to facilitate significantly
the evolutionary process [8].

The HCCE scheme employs two different kinds of
species encoding the configurations of either a Primitive
Structure (PS) or a Coevolved Group (CG). PS species are
utilized to explore the structure of system components. A
CG consists of a group of PSs, all of them having common
design objectives. Thus, CGs specify configurations of par-
tial solutions, encoding assemblies of individuals. The evo-
lution of CG modulates partly the evolutionary process of
its lower level PS species to enforce their cooperative per-
formance. A CG can also be a member of another more
complex CG. Consequently, several CGs can be organized
hierarchically, with the higher levels enforcing the coopera-
tion of the lower ones. This organization is explained by
means of an example (Fig 2). We assume the existence
of a system consisting of two partial structures and three
links facilitating the flow of information (Fig 1(a)). One
hypothetical HCCE process employed to specify the struc-
ture of the composite system is illustrated in Fig 1(b). A
snapshot of the exemplar HCCE process described above is
illustrated in Fig 2.

Furthermore, the HCCE scheme supports the consider-
ation of system operation in conditions of partial failure.
Specifically, the deactivation of a CG together with its lower
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Figure 1. Hierarchical cooperative coevolu-
tionary design. Part (a) represents schemat-
ically a hypothetical connectivity of system
components. Part (b) represents the hier-
archical coevolutionary scheme utilized to
evolve partial structures.
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Figure 2. An overview of the hierarchical co-
evolutionary scheme, with CG species tuning
the evolutionary processes of PS species.

level PS species, can easily simulate the elimination of the
respective system components. Additionally, appropriate
fitness functions can be specified for the evolution of partial
structures, in order to indicate the performance of the model
when all substructures are present, and also indicate the per-
formance when some partial structures are eliminated. By
considering system performance in diverse operating con-
ditions, important insight of the internal mechanisms of the
system is provided to the designer. In particular, the explo-
ration of system performance after the removal of compo-
nents, can be very beneficial for inferring the roles of partial
structures in the composite model and the dynamics of their
interaction. It is worth emphasizing that the exploration of
system performance in conditions of partial failure is very
important for distributed systems consisting of autonomous
components (e.g. agent-based systems) because it is capa-

ble of highlighting those functionalities of the system which
are most affected after the collapse of one or more compo-
nents.

Based on the hierarchical organization of the problem,
HCCE utilizes separate fitness measures for different par-
tial evolutionary processes. Specifically, for each species s,
a fitness function fs is defined to drive its evolution. Differ-
ent CGs can be driven by different fitness functions. How-
ever, all PS species under a CG share a common fs. A par-
tial fitness function fs,t evaluates an individual according to
criteria t. The composite fitness value is given by:

fs =
∏

t

fs,t (1)

Furthermore, the cooperator selection process at the higher
levels of hierarchical coevolution will probably select an in-
dividual to participate in many assemblies (e.g. the case of
individual 28 of PS species L1, of Fig 2). Let us assume that
an individual participates in K assemblies. Then, it will get
K fitness values fs,t, regarding the fulfillment of criteria t.
The overall ability of the individual to meet the t-th criteria
is estimated by:

fs,t = maxk{fk
s,t} (2)

where fk
s,t is the fitness value of the k-th solution formed

with the membership of the individual under discussion.
A common problem for the coevolutionary approaches

evolving assemblies of cooperators, is related to the multi-
ple participation of some individuals in many different col-
laborator assemblies, while at the same time others are of-
fered no cooperation at all [6, 15]. A large number of mul-
tiple cooperations is generally a drawback for the coevo-
lutionary process, because different cooperator assemblies
could demand evolution of the same individual in different
directions. Non-cooperating individuals can be utilized to
decrease the multiplicity of cooperations for those individ-
uals which are heavily reused. We have introduced a new
genetic operator termed Replication, addressing the issue of
multiple cooperations [12]. In short, for each unused indi-
vidual x of a species, replication identifies the fittest indi-
vidual y with more than maxc cooperations. The genome
of y is then copied to x, and x is assigned maxc − 1 co-
operations of y, by updating properly the CG population at
the higher level. After replication, individuals x and y are
allowed to evolve separately following independent evolu-
tionary directions. This is illustrated in Fig 3, for the case
of one CG and one PS species. Initially, individual 14 of the
PS population participates in five solution assemblies, while
individual 29 is offered no collaboration at all. Replication
copies the chromosome of 14 to 29, and redirects two of
the collaboration indicating pointers to 29. In the following
evolutionary generations, individuals 14 and 29 follow sep-
arate evolutionary directions, facilitating the exploration of
the search space.
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Figure 3. Schematic representation of the
replication operator (maxc = 3).

Evolutionary steps are performed separately but syn-
chronously for each species of the HCCE scheme. This is
shortly described below. First, individuals are sorted ac-
cording to their fitness values. Then, Replication is ap-
plied to reduce multiple cooperations. Next, a predefined
percentage of individuals are probabilistically crossed over.
An individual selects its mate from the whole population,
based on their accumulative probabilities. Finally, mutation
is performed in a small percentage of the resulted popula-
tion. This process is repeated for a predefined number of
evolutionary epochs, driving the species exploring the struc-
ture of system components to the accomplishment of their
own design objectives, and additionally driving the higher
level cooperator selection processes to the formulation of
successful composite structures.

3. Results

The effectiveness of the proposed coevolutionary
scheme is assessed on the design of a complex distributed
system. This approach is in contrast to other works em-
ploying mathematical functions as a test-bed for the study
of evolutionary approaches. Particularly for the case of co-
evolutionary algorithms, mathematical functions based on
few independent variables are usually employed [17, 13],
decomposing the overall problem in few and very simple
entities. However, this approach can not reveal the power of
each algorithm and its capability to address difficult prob-
lems. Additionally, previous works on hierarchically for-
mulated problems investigated system components sharing
common design objectives [16, 3]. Thus they can not tackle
systems consisting of heterogeneous substructures, as this
is the case with HCCE.
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Figure 4. A schematic overview of the compu-
tational model. Cortical agents are illustrated
with blocks, while link agents are illustrated
with a double arrow.

In order to take a better insight of the coevolutionary pro-
cedure, the HCCE scheme is tested on the design of a com-
plex brain-inspired cognitive system. The problem of de-
veloping brain-like computational structures fits adequately
to coevolutionary approaches, because different coevolved
species can be used to perform separate design decisions
for the substructures representing brain areas, in order to
highlight their particular characteristics. An agent-based
approach is followed to represent partial brain modules, ad-
dressing explicitly their autonomous role in the compos-
ite system [12]. Furthermore, following recent trends that
study lesions of brain areas, the HCCE scheme supports
systematic modelling of biological experiments, evaluating
the performance of the model in pre- and post- lesion con-
ditions.

During the modelling process, environmental interac-
tion is of utmost importance, since it is difficult to investi-
gate cognitive system functionality without embedding the
model into a body to interact with its environment. Thus,
a two wheeled simulated mobile robot is utilized to support
environmental interaction, while at the same time the model
enriches the behavioral repertory of the robot.

We note that the present series of experiments is an ex-
tension of our previous work which demonstrated the devel-
opment of the cognitive working memory model [11]. Due
to space limitations the problem will be described here in
short, since the emphasis of the current study is to explore
the dynamics of the HCCE design mechanism, rather than
the biological reliability of the model.

3.1. Problem Statement

We study a partial brain model, which simulates poste-
rior parietal cortex (PPC) - prefrontal cortex (PFC) - pri-

394394394394



Tasks: T1,T2,T3CG4

Tasks: T1,T2

L3PFC L5

CG2Tasks: T2,T3CG1

SCM1 L6 L7 L8

Task: T1

L4L2L1PPC

CG3

Figure 5. A graphical illustration of the coevo-
lutionary process.

mary motor cortex (M1) - spinal cord (SC) interactions,
emphasizing on working memory usage. The architecture
of the model is demonstrated in Fig 4. The distributed
model consists of 12 neural agents having separate self-
organization dynamics. In particular 4 cortical components
(represented by blocks) and 8 link components (represented
by double arrows) are employed. The components have to
develop different roles formulating a single, globally func-
tional artificial system. Overall, the problem investigated
here involves the specification of totaly 192 variables inter-
acting in a highly non-linear way. Thus, the current prob-
lem can be used as an advanced test case for investigating
the dynamics of HCCE, and revealing its beneficial charac-
teristics.

Three tasks are designed to highlight the role of each
agent in the model. The first task T1 accounts for develop-
ing working memory -like neural activity on PFC. The suc-
cess on T1 task is evaluated by the fitness measure E1. The
second task T2 aims at exploiting working memory in order
to accomplish a delayed response task. This is evaluated by
fitness measure E2. The third task T3, addresses the oper-
ation of the model in lesion conditions. Specifically, when
simulated lesion is performed on PFC structure, the behav-
ioral repertoire of the artificial organism is reduced, avoid-
ing however collapse of the composite system. In that case,
the robot is still able to drive but in a purposeless mode.
This is evaluated by fitness measure E3. Overall, the exper-
imental process discussed above aims at reproducing com-
putationally a biological scenario addressing pre- and post-
lesion rat behavior in a T-maze 1. The measures E1, E2,
E3 are described in detail in [11], and thus, they are omitted
here due to space limitations.

3.2. Computational Modelling

We turn now to the design of the model by means of
the HCCE. The coevolutionary scheme is demonstrated in
Fig 5. According to the lesion scenario described above,
each agent serves more than one tasks. This is illustrated in
Fig 5, at the right side of each CG. Thus, different fitness

1The biological relevance of the model has been discussed in [11].

Table 1. Different design objectives guide
evolution of different partial populations.

Composite Fitness: fCG1 =fCG1,T2 · fCG1,T3

Partial Fitness: fk
CG1,T2 =

√
E2, fk

CG1,T3 =E3

Composite Fitness: fCG2 =fCG2,T1 · fCG2,T2

Partial Fitness: fk
CG2,T1 =E1

2, fk
CG2,T2 =

√
E2

Composite Fitness: fCG3 =fCG3,T1

Partial Fitness: fk
CG3,T1 =E1

Composite Fitness: fCG4 =fCG4,T1 ·fCG4,T2 ·fCG4,T3

Partial Fitness: fk
CG4,T1 =E1

2, fk
CG4,T2 =E2,

fk
CG4,T3 =

√
E3

functions guide the evolution of different species, enforc-
ing the accomplishment of the respective tasks. In particu-
lar, individuals are assigned a combination of evaluation in-
dexes, for the accomplishment of tasks where the composite
model is performing, and the accomplishment of tasks with
performance of the lesioned model. Following the formu-
lation introduced by eqs. (1) and (2), the composite and
partial fitness functions employed for the evolution of pop-
ulations, are summarized in Table 1. It is reminded that all
PSs share the same fitness functions with their higher level
CG.

The coevolutionary process described above employed
populations of 200 individuals for all PS species, 300 in-
dividuals for CG1, CG2, CG3, and 400 individuals for
CG4. During the evolutionary steps, Replication thresh-
old maxc = 3 is employed. Additionally, an elitist evolu-
tionary strategy was followed in each evolutionary step with
the 7 best individuals of each species, copied unchanged
in the respective new generation, supporting the robustness
of the evolutionary process. After 170 evolutionary epochs
the process converged successfully and the cooperation of
agent structures with completely different objectives, e.g.
those under CG1 and those under CG3 (see Table 1), is
achieved.

3.3. HCCE Assessment

The problem of cognitive system design is used as a test
case, investigating HCCE internal dynamics. Because of the
embodiment of the cognitive system in the robotic platform
and the observation of robot performance for a large num-
ber of simulation steps, the coevolutionary process demands
on average ten hours to run for 170 evolutionary epochs,
and it is impractical to test a large number of different runs.
Therefore, we have performed six different runs of the hi-
erarchical coevolutionary scheme. The obtained results are
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illustrated in Fig 6, where each column corresponds to a
different run.

In the first run, the progress of the HCCE is initially
slow, but after about 100 evolutionary epochs, the proba-
bilistic search identifies a promising evolutionary direction
which is efficiently exploited to identify a successful set of
solutions. In the following two runs, we see that the coevo-
lutionary process is rather unstable. Specifically, the evo-
lution of species CG4 is not able to formulate successful
assemblies of cooperators that will be preserved in the con-
secutive epochs. This fact additionally affects the progress
of evolution in species CG2, CG3, which are trapped in
suboptimal solutions. In the fourth run, the progress of the
composite coevolutionary scheme develops slowly, and si-
multaneously for all species. The coevolutionary procedure
is terminated without reaching the success rate of the first
run. Nevertheless, we easily observe that the progress of
evolution is not stabilized, which implies that if the coevolu-
tionary procedure could continue for more epochs, it should
be able to estimate a sufficiently good result. The progress
of the fifth run is similar to the first. The progress of the
HCCE procedure is initially slow, when a promising assem-
bly of cooperators is identified. After a small unstable pe-
riod in the advancement of the coevolutionary procedure,
an effective assembly is preserved, driving also the other
individuals in an area of successful solutions. Finally, the
progress of the last run is similar to the fourth. The evolu-
tion of each CG develops without rapid changes. However,
in the current case, the advancement is a bit faster than the
fourth run, and thus the composite procedure is able to con-
verge in a set of solutions with a nearly optimum fitness
value.

3.4. Unimodal Evolutionary Design

In order to get a better appreciation of HCCE effective-
ness, we have also approached the problem at hand by using
an ordinary evolutionary algorithm. Specifically, the struc-
ture of all cortical and link agents is encoded in a single
chromosome. In the current set of experiments a population
of 400 individuals is evolved for 170 epochs. The proba-
bility of applying crossover and mutation operators over the
structure of a cortical or a link agent is the same with the
respective probabilities of the coevolutionary scheme.

The fitness function employed to guide the evolutionary
process is defined according to the last line of Table 1, sim-
ilar to the function fCG4 that evolves the top-level CG, fa-
cilitating also direct comparison of Unimodal and HCCE
processes. Specifically, the evolutionary process is driven
by:

f =
√

E1 · E2
2 · E3 (3)

The results of 6 independent runs of the unimodal evo-
lutionary process are illustrated in Fig 7 (a) (compare with
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Figure 6. Graphical illustration of the
progress of six different HCCE coevolution-
ary runs. Each column is related to the re-
sults observed on the respective run. The
lines 1-4 demonstrate the progress observed
on the evolution of CG1, CG2, CG3, CG4, re-
spectively. All plots demonstrate the fitness
value of the best candidate solution in a pop-
ulation, against evolutionary epochs.

the last line of Fig 6). Evidently, none of the ordinary evo-
lutionary processes was successful. Additionally, even the
best of them, was not as good as the worst case of the coevo-
lutionary scheme. These results highlight the unsuitability
of unimodal evolution to design distributed structures with
distinct roles of partial components, and the need for a spe-
cialized scheme able to consider explicitly the individual
characteristics of substructures. All these issues are suffi-
ciently addressed by the HCCE scheme.

3.5. Enforced SubPopulation (ESP) Design

Additionally, we have investigated the possibility of
solving the same problem by utilizing the Enforced Sub-
Population (ESP) coevolutionary scheme. In the current
work, we have implemented the ESP algorithm described
in [7], without however activating the stagnation check that
practically re-initializes populations when the process gets
stalled. Specifically, twelve different species are employed
to specify the structure of the twelve components of the
model. All partial populations of the ESP scheme are
evolved according to the same fitness function describing
the objectives of the overall system. Similar to the Uni-
modal evolutionary scheme, the fitness of ESP solutions is
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Figure 7. Graphical illustration of the
progress of Unimodal and ESP schemes.
Each plot demonstrates the fitness value of
the best candidate solution in a generation,
against evolutionary epochs. (a) The results
of six different runs of the ordinary evolution-
ary process. (b) The results of six different
runs of the ESP scheme.

estimated by:
f =

√
E1 · E2

2 · E3 (4)

Thus the progress of ESP is directly comparable with the
progress of the HCCE scheme.

Similar to HCCE, each population evolving the structure
of a component of the model consists of 200 individuals,
while 2000 assemblies of components are randomly cre-
ated, trying to identify a successful solution to the overall
problem. Thus, each individual representing a candidate
structure of a system component, participates in about ten
complete solution assemblies. All solutions are evaluated
according to eq. (4). The average fitness of individuals
drives the evolution of each species.

We have performed 6 independent runs of the ESP
scheme which are evolved for 170 epochs. The probabil-
ity of applying crossover and mutation operators over the
structure of a cortical or a link agent is the same with the re-
spective probabilities of the HCCE scheme. The results of
these processes are illustrated in Fig 7 (b). These results are
directly comparable with the last line of Fig 6. Evidently,
none of the ESP processes was successful. This is mainly
due to the fact that ESP process is not directed towards ex-
plicitly creating successful complex assemblies. We note
that in contrast to HCCE, the population of 2000 complete
solution assemblies of ESP is not evolved but it is randomly
generated in each evolutionary epoch [7]. In other words,
it is expected that due to the large number of complex as-
semblies being evaluated, satisfactory distributed configu-
rations will be randomly formulated. Unfortunately, as it is
indicated by the present results, this is not the case for large
problems where many components need to be coevolved.
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Figure 8. The average fitness of six runs of the
HCCE procedure, utilizing different values of
replication threshold maxc.

3.6. Replication Operator

Finally, we performed a set of experiments in order to
investigate the effect of the “Replication” operator, on the
progress of coevolution. The effect of this operator is maxi-
mal when maxc threshold values are low, and reduces grad-
ually by increasing maxc. Intuitively, high values of the
replication threshold indicate that the assemblies of individ-
uals of partial species remain largely un-affected, in order
to be employed as test cases for the individuals of the rest
species. In contrast, low values of replication threshold pre-
vent individuals of partial species to participate in many co-
operator assemblies, enforcing their independent evolution
towards many different directions, according to the percent-
age of mutation.

We investigate the performance of the HCCE scheme for
five values of maxc threshold ({1, .., 5}), performing six in-
dependent runs. The average of maximum fitness values of
CG4 over the six runs is illustrated in Fig 8. According to
the results, the successful convergence of the coevolution-
ary process for the problem addressed in the current study,
is facilitated more by the efficient exploration of the search
space. This can be explained by the increased complexity
of the problem and the high non-linear interaction among
the partial elements of the solution.

4. Discussion

The current work aims at the assessment of the Hierar-
chical Cooperative CoEvolutionary scheme that is capable
of (i) coevolving a large number of complex partial com-
ponents, (ii) enforcing seamless integration of components
in a unified structure, (iii) considering the special role of
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each component in the unified system, (iv) investigating the
performance of the overall system in conditions of partial
failure. The results obtained attest to its validity and effec-
tiveness.

Specifically, it is shown that HCCE is capable to design
successfully a system consisting of totaly twelve complex
partial components. Similar to all evolutionary processes,
HCCE does not guarantee the identification of the optimum
solution. This is due to the probabilistic nature of the proce-
dure. However, it is shown that HCCE significantly outper-
forms ordinary Unimodal evolution and the Enforced Sub-
Population Coevolution. We believe this is because from
the one side HCCE is capable of explicitly addressing the
autonomous characteristics of each system component, and
from the other side it is equipped with a systematic search
mechanism identifying the component structures that can
more effectively cooperate.

Additionally, the obtained results demonstrated that the
Replication operator facilitates significantly the successful
convergence of the coevolutionary process. This is because
it provides a means to the assembly encoding populations
to modulate the evolution of system components. In other
words, Replication conveys information from the higher to
the lower levels of the hierarchy, coordinating partial evolu-
tionary processes. Thus, this particular operator can be uti-
lized in other coevolutionary schemes evolving assemblies
of individuals [6, 15], in order to support effective integra-
tion of partial components.

5. Future Work

The current work studies the effectiveness of Hierarchi-
cal Cooperative CoEvolution to solve distributed optimiza-
tion problems. It has been demonstrated that the proposed
coevolutionary scheme is particularly appropriate to design
complex systems consisting of many different components.
Thus, it can be potentially employed as a general-purpose
mechanism that facilitates the design of complex distributed
systems.

Additionally, further work is currently underway, aim-
ing at the advancement of HCCE. Research directions that
seem to invite productive work concern the enrichment of
the hierarchical scheme with Pareto optimality characteris-
tics, and the design of new genetic operators specialized to
support the coevolutionary process.
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