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Chapter 1

Introduction

1.1 Service-Oriented Architecture

In the last few years, Computer Science has observed a paradigm shift in the way software becomes available to end-users. The emergent paradigm is based on abstracting away from software and considering all resources as services that are available on-demand, forming what is called Service-Oriented Computing (SOC) [67]. SOC relies on services in order to facilitate the development of interoperable, dynamic, inexpensive and widely distributed applications. Services are entities that enable access to one or more capabilities, using a prescribed interface and in conformance to constraints and policies [26]. The interface as well as the constraints and policies are part of each service’s description. Services are platform-independent and become available via a certain network, such as the Internet or the Universal Mobile Telecommunications System (UMTS). An important and distinguishing feature of services is the fact that they are loosely-coupled, allowing ad hoc and dynamic binding in contrast to a dynamically linked library, an assembly or the traditional linker that binds together functions to form an executable.

The service deployment model can be applied to any application component or any preexisting code so that they can be transformed into an on-demand, network-
available service. The general model of providers licensing applications to customers for a contractually-bound use as a service has been known as *Software as a Service (SaaS)* [10]. This practice is not limited to services, but can be applied to many other functions including communication, infrastructure and platforms, thereby leading to the concept of *Everything as a Service* which is the core of cloud computing [86].

Amidst this multitude of available services, the need for a set of design guidelines and principles in SOC endeavors is apparent. This need is satisfied through the *Service-Oriented Architecture (SOA)*. SOA is a style of design that guides all aspects of creating and using services throughout their lifecycle [63]. SOA enables an IT infrastructure to allow different applications to exchange data and participate in business processes, regardless of the underlying complexity of the applications, such as the exact implementation or the operating systems or the programming languages used to develop them.

### 1.2 Web Services

A SOA can be implemented using several different technologies such as SOAP [17], REST [29], CORBA [65] and Web services. Web services are considered the most promising service-oriented technology and are defined by the World Wide Web Consortium (W3C) as follows.

A Web service is a software system designed to support interoperable machine-to-machine interaction over a network. It has an interface described in a machine-processable format (specifically WSDL). Other systems interact with the Web service in a manner prescribed by its description using SOAP messages, typically conveyed using HTTP with an XML serialization in conjunction with other Web-related standards. [15]

This definition gives a concise presentation of the advantageous characteristics of Web services, which we will briefly examine here.
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The defining characteristic of a Web service is the use of the Internet and the World Wide Web as the communication medium for services to interact with each other and with service consumers. By using WWW, Web services exploit the existing URI infrastructure in order to be located by anyone having access to the Web. The URI scheme gives a name to each Web service which uniquely identifies it and allows one to use all existing operations on URIs in order to access it.

Web services make extensive use of the XML language [18]. From the definition of the messages exchanged between services to the service description, everything is based on XML, which is quite advantageous. XML is a simple language, both machine- and human-readable, with an intuitive hierarchical structure. It is also self-describing, as each XML data structure contains both a description of its structure and the content itself. Web services communicate by exchanging XML messages encoded using SOAP. SOAP defines a general pattern for Web service messages, some message exchange patterns, how XML information can be encoded in such messages and how these messages can be transported over the Internet using existing protocols such as HTTP or SMTP.

Web services have been the focus of several standardization efforts by global consortia such as W3C and OASIS and have arguably been the most successful implementation of services, embraced by software corporations such as IBM and Microsoft which led to them being popular with traditional enterprise. Worldwide academia has also been a driving force behind Web service research.

1.3 Research on Web Services

The last decade has seen an exceptional wealth of research on topics related to Web services, especially by European researchers. The European Union 7th Framework Programme (FP7) has funded several service-related projects such as the Service Centric System Engineering Integrated Project (SeCSE), the Networked European
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Software and Services Initiative (NESSI) projects and the Software Services and Systems Network of Excellence (S-Cube).

Research on Web services covers a multitude of issues that are involved throughout the life-cycle of a Web service or a Service-Based Application (SBA). This typically includes Web service description, discovery, composition, deployment, execution, monitoring and adaptation. Service discovery is the process of locating and gaining access to provided services that satisfy a set of requirements (whether it is capabilities or non-functional aspects). Service deployment involves concretely associating services to devices in the real world system that is used as the infrastructure for SBAs. Service execution follows deployment and is the result of invoking the deployed services or SBAs. Service monitoring comprises all the mechanisms that are required for capturing and processing several attributes of a service execution (related but not limited to quality aspects) to determine whether predefined agreements (such as Service-Level Agreements) are abided by and the execution goes as planned. Finally, service adaptation is required either to recover from a failure or to better satisfy the needs of a user in terms of functionality, application performance or resource management.

1.3.1 Web Service Description

Web service description deals with specifying all the information needed in order to access and use a service. The description should be rich, containing both functional and non-functional aspects of the service while it may also contain information on the internal processes of the service, depending on whether the service provider or owner decides to exposes such information or not. Service descriptions should also be written in a formal, well-defined language, allowing for automated processing and verification of the produced description documents. These characteristics are also extremely useful when attempting to compose Web services.
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1.3.2 Web Service Composition

Web service composition involves combining and coordinating a set of services with the purpose of achieving functionality that cannot be realized through existing services. This process can be performed either manually or automatically (or semi-automatically in some cases), while it can occur when designing a composite service, hence producing a static composition schema or at run-time, when that particular service is being executed, leading to dynamic composition schemas.

1.3.2.1 Automated Web Service Composition

The process of creating a composition schema in order to satisfy a series of goals set by a requester is a really complex and multifaceted problem, since one has to deal with many different issues at once. First of all, it involves searching in an ever-growing global service repository in order to find matching services that may contribute to the complete satisfaction of the user’s requirements. Assuming that these services have been found, one has to successfully combine them, resolving any conflicts and inconsistencies between them, since they most certainly will be created by different people using different implementation languages and systems. Since inconsistencies may occur at runtime, it may be necessary to predict such events so as to ensure that the system will run correctly. Finally, even after having overcome these issues, we have to be able to adapt to the dynamic characteristics of service-based systems, with services going offline, new services becoming online, and existing services changing their characteristics.

Attempting to overcome all these problems manually, will most certainly lead to a composition schema that is not fault-proof while the whole procedure will consume a lot of time and resources and cannot be considered scalable. Therefore, it is apparent that a certain degree of automation needs to be introduced to the composition procedure. Approaches that involve automation in the creation of the composition schema as well as during its execution constitute a major family known as automated
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service composition. Automated service composition has been a “silver bullet” in Web service research and has attracted a great deal of researchers worldwide. The main focus of this document is to analyze and compare the most representative efforts in the area of automated Web service composition and identify possible gaps and deficiencies that can be the focus of future research.

1.4 Outline

The rest of this document is organized as follows. Chapter 2 presents a brief analysis of the major Web service description frameworks. This analysis is performed from the viewpoint of service composition, examining how these frameworks handle the description of composite services and what problems may arise.

Chapter 3 offers an extensive overview of the state of the art in automated Web service composition, presenting the most representative efforts in this area in recent years. The first part of the chapter deals with a set of requirements that should be satisfied by research efforts in automated Web service composition as well as several composition models that have been proposed and used by most researchers while the second provides a detailed description of specific research efforts. The final part of the chapter offers a detailed comparison of the works presented, based on several key aspects.

Finally, Chapter 4 explores the research challenges that were derived through the process of documenting the state of the art in automated Web service composition. The research gaps that are identified provide incentives and motivation that can drive future research in the area of automated Web service composition.
Chapter 2

Web Service Description

In this chapter, the most important efforts to handle the issue of describing Web services will be presented. This presentation will also focus on how these efforts handle the description of composite services. Then, we will briefly outline three major Artificial Intelligence problems that are directly related to Web service description, namely the Frame Problem and its Qualification and Ramification facets and see how they may affect Web service research in general.

2.1 Web Services Description Language (WSDL)

Web Services Description Language (WSDL) [22] is a W3C Recommendation, now in its second version, that has been established as the de facto description language for Web services. Figure 2.1 gives an overview of the elements that comprise a WSDL document.

The four fundamental elements of WSDL are the following:

- *types*: describes the kinds of messages that the service will send and receive.

- *interface*: describes what abstract functionality the Web service provides.

- *binding*: describes how to access the service.
Figure 2.1: A representation of concepts defined by a WSDL document

- **service**: describes where to access the service.

### 2.1.1 WSDL Types

Message types can be defined in any schema definition language, with XML Schema being the one used in the WSDL 2.0 Primer. They can be explicitly defined inside the WSDL document or imported from an external schema document. In any case, all types that will be used in the description of the service must be defined prior to their inclusion in the description.
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2.1.2 WSDL Interfaces

WSDL interfaces offer an abstract way of describing the service functionality, in contrast to the concrete representation offered by the binding and service elements that will be described later on. A WSDL interface consists of a set of operations, each one of them describing a simple interaction between the service and the client. The description is realized through a message exchange pattern that is followed when the particular operation is invoked. For each message contained in the pattern, a message type is specified, using the types that were defined previously in the WSDL document. WSDL 2.0 contains eight predefined message patterns but one can easily define new ones.

2.1.3 WSDL Bindings

A WSDL binding specifies concrete message format and transmission protocol details for an interface. Each operation in a WSDL description must be associated with a binding. Several typical binding extensions are defined in WSDL 2.0 such as SOAP binding or HTML binding, but the service provider is free to use others provided that they are supported by the client and the service toolkits. The syntax for bindings parallels the syntax of interfaces, since each interface construct has a binding counterpart. A binding can either be reusable, meaning that it is applicable to any interface, or not.

2.1.4 WSDL Services

A WSDL service element specifies a single interface that the service will support, and a list of endpoint locations where that service can be accessed. Each endpoint must also reference a previously defined binding to indicate what protocols and transmission formats are to be used at that endpoint. A service is only permitted to have one interface but there are workarounds for a service to be able to expose multiple
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interfaces.

2.1.5 Critique on WSDL

WSDL, even in its second version, remains solely a language for the syntactic description of Web services. However, this poses severe limitations to Service-Oriented Architecture applications. To illustrate that fact, let’s examine the following scenario.

An application component in need for a specific service explicitly describes this need in a formal, concise and machine-understandable way and tasks a directory service with satisfying this need. The directory service then tries to match the description of the necessary service with the descriptions of the services it is aware of. A list of matches is compiled and a candidate service is selected and is automatically bound to the requesting application component. This scenario is not realizable because the service descriptions offered by WSDL are inadequate and incapable of handling such cases, due to their complete lack of semantics and composition support.

2.2 Semantic Annotations for WSDL (SAWSDL)

SAWSDL [28] is based on and shares the same design principles of previous work done by IBM and the LSDIS Lab of the University of Georgia and published as a W3C Member Submission with the title Web Service Semantics (WSDL-S) [2]. SAWSDL defines a way to semantically annotate WSDL interfaces and operations as well as XML Schema types, linking them to concepts in an ontology or a mapping document. The annotation mechanism is independent of ontology or mapping languages. The annotations are meant to help during Web service discovery, invocation and composition.

In Figure 2.2, the various elements of a WSDL description are shown and the ones that can be annotated in SAWSDL are marked clearly. As we can see, there are two basic semantic annotation constructs, through the extension attributes mod-
elReference and schemaMapping. The modelReference attribute allows multiple annotations to be associated with a given WSDL or XML Schema component via a set of URIs. These URIs may identify concepts expressed in different semantic representation languages. SAWSDL does not define any particular way to obtain the documents linked by these URIs, it is simply recommended that the URIs resolve to a semantic concept definition document, which could be placed directly within the WSDL document, provided that it is expressed using XML. modelReference attributes can be used in WSDL interfaces, operations and faults, as well as XML Schema elements, types and attributes.

As far as the second annotation mechanism is concerned, two attributes are provided: liftingSchemaMapping and loweringSchemaMapping. These are used
to address post-discovery issues in using a Web service since there may still be mis-
matches between the semantic model and the structure of the inputs and outputs. Schema mapping relates the instance data defined by an XML Schema document with some semantic data defined by a semantic model (an ontology). Such mappings are useful in general when the structure of the instance data does not correspond trivially to the organization of the semantic data. While liftingSchemaMapping defines how an XML instance document is transformed to data that conforms to some semantic model, loweringSchemaMapping goes the opposite direction, defining how data in a semantic model is transformed to XML instance data.

2.2.1 Critique on SAWSDL

The SAWSDL extension can be applied to both WSDL 1.1 and WSDL 2.0 documents, although the latter case is more seamless than the first. Following from the ability of mapping WSDL 2.0 to RDF, SAWSDL-annotated WSDL documents can also be mapped to RDF. SAWSDL keeps the semantic model outside WSDL, making the approach independent from any ontology language. However, without describing how the use of annotations in different languages relate to one another, it is rather difficult, if not impossible to formally define requests, queries or matching between service requests and service descriptions. As a result, SAWSDL may be successful in annotating WSDL with semantic information, but does not offer any support for automated service discovery and composition. The efforts described in the following sections claim to do just that, among others.

2.3 OWL-S: Semantic Markup for Web Services

OWL-S [55] is the result of a collaborative effort by researchers at several universities and organizations, including University of Toronto, Yale University, University of Maryland at College Park and Carnegie Mellon University, as well as SRI Inter-
national and Nokia. The researchers’ goal is to establish a framework within which these Web service descriptions are made and shared, employing a standard ontology, consisting of a set of basic classes and properties for declaring and describing services. The ontology structuring mechanisms of OWL provided them with an appropriate, Web-compatible representation language framework within which to realize their goal.

In Figure 2.3, the structuring of OWL-S in sub-ontologies is shown. This structuring of the ontology aims to provide three essential types of knowledge about a service, that are described in the rest of this section.

2.3.1 Service Profile

Service Profile allows service providers to advertise the services they offer, in such a way that the service requesters can easily find what they are looking for. Service providers can create their own specialized subclasses of Service Profile to suit their needs. The specification has a built-in subclass, Profile, which is just an example of that. The Profile subclass describes three dimensions of a web service: the service
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provider, the service functionality and a set of service characteristics.

The first dimension of the Profile subclass deals with the entity that provides the service and contains contact information to anyone that may be associated with the service. The second dimension is essentially the functional description of the web service. It contains the inputs that are necessary for the service to be executed, the preconditions that must be met to ensure a valid execution, the information that is generated as the output of the service as well as any effects to the state of the world that result from the execution of the service. This set of information is referred to as IOPEs (Inputs, Outputs, Preconditions and Effects). Apart from these two dimensions, service providers are free to include any feature that they see fit to include in a service description.

A very important feature that should be part of a service description is the Quality of Service (QoS). QoS is a major factor in service discovery and selection, as searching only based on the functional description will yield services that may advertise the required operations, but may also be unreliable, slow or even malicious. OWL-S version 1.2 provides no properties relating to these features, leaving their specification entirely at the hands of service providers.

2.3.2 Service Model

The Service Model sub-ontology in OWL-S describes the service functionality and specifies the ways a client may interact with the service in order to achieve its functionality. This is done by expressing the data transformation with the inputs and the outputs and the state transformation with the preconditions and effects. Although the Profile and the Process Model play different roles during the Web service lifecycle they are two different representations of the same service, so it is natural to expect that the IOPEs of one are reflected in the IOPEs of the other. A Profile is usually a subset of a Service Model, containing only the information that is necessary in order to advertise the Web service.
Similarly to the Service Profile class, Service Model also has a built-in subclass, Process. Process contains all the IOPEs of a particular service and views a Web service similarly to a business process or a workflow. It is important to understand that a process is not a program to be executed, but a specification of the ways a client may interact with a service. A Process is further divided into three subclasses, atomic, simple and composite processes. An atomic process is a description of a service that expects one (possibly complex) message and returns one (possibly complex) message in response. It is the basic unit of implementation, is directly invocable by passing the appropriate parameters and is executed in a single step. A simple process provides, through an abstraction mechanism, specialized views of atomic processes or simplified representations of composite processes for purposes of planning and reasoning.

Composite processes are decomposable into other (non-composite or composite) processes; their decomposition can be specified by using control constructs such as Sequence, Split-Join or If-Then-Else, representing sequential, parallel and conditional composition schemas respectively, which are discussed below. A composite process is not a behavior a service will do, but a behavior (or set of behaviors) the client can perform by sending and receiving a series of messages. One crucial feature of a composite process is its specification of how its inputs are accepted by particular sub-processes, and how its various outputs are produced by particular sub-processes.

2.3.3 Service Grounding

While the Service Profile and Service Model describe what a service provide and its inner design and how it works, the grounding of a service specifies the details of how to access the service. Many different kinds of information are involved: protocol and message formats, serialization, transport, and addressing. The role of grounding is mainly to bridge the gap between semantic description of Web services and the existing service description models which are mainly syntactic, thus realizing process inputs and outputs as messages that are sent and received.
Following the trend set by the two other sub-ontologies, Service Grounding has a built-in subclass, Grounding, which offers a grounding of OWL-S to the most prominent syntactic service description language, WSDL. An OWL-S/WSDL grounding is based upon a series of correspondences between the two languages:

1. OWL-S atomic processes correspond to WSDL operations

2. OWL-S inputs and outputs correspond to WSDL input and output messages

3. OWL-S input and output types correspond to WSDL abstract types

The example of a grounding mechanism that involves OWL-S and WSDL that is presented in the OWL-S specification, explicitly states that both languages are required for the full specification of that mechanism. OWL-S alone or WSDL by itself cannot form a complete grounding specification. Both languages are indispensable in a grounding declaration and this enforces the notion of an OWL-S/WSDL grounding that uses OWL classes as the abstract types of message parts declared in WSDL, and then relies on WSDL binding constructs to specify the formatting of the messages.

2.3.4 OWL-Q: Extending OWL for QoS-based Web Service Description and Discovery

Although OWL-S provides a complete ontology for the description of Web services, it leaves the definition of QoS aspects to the service provider. In [46], the authors attempt to fill in that gap, by defining a semantic, rich and extensible QoS description model for Web services, called OWL-Q. OWL-Q is designed modularly, incorporating several independent facets, each one focusing on a particular part of QoS-based Web service description. There are facets regarding the connection of OWL-Q with OWL-S, the description of QoS offers and requests, the QoS metric model, the definition of constraints, to name a few. OWL-Q also incorporates reasoning by allowing the definition of rules to reason about class properties. OWL-Q is successfully used in
a Semantic Web service description and discovery framework implemented by the authors where several matchmaking algorithms based on OWL-Q descriptions are designed and evaluated.

### 2.4 Web Service Modeling Ontology (WSMO)

WSMO [78] is a conceptual model for describing various aspects related to Semantic Web services, produced by the ESSI WSMO working group which consists mainly of members of DERI and The Open University. The objective of WSMO and its accompanying efforts is to solve the application integration problem for Web services by defining a coherent technology for Semantic Web services. To formalize WSMO, the WSMO working group developed the Web service Modeling Language (WSML) and defined several variants of it, each one based on different formalisms. As illustrated in Figure 2.4, four main components are defined in WSMO and will be outlined in the rest of this section.

![Figure 2.4: The four main WSMO components](image)
2.4.1 WSMO Ontologies and Web Services

Ontologies provide domain specific terminologies for describing the other elements. The basic blocks of an ontology are concepts, relations, functions, instances, and axioms. Concepts, relations and instances play similar roles to the ones we described earlier in the general definition of an ontology. Axioms are specified as logic expressions and help to formalize domain specific knowledge. Functions are specialized relations that have a unary range.

Web services description in WSMO is realized using two different viewpoints: the interface and the capabilities. WSMO capabilities are similar to the IOPEs used in OWL-S. A capability should contain preconditions and assumptions that must be true before the execution of the service, postconditions that are true if the service has executed successfully, and effects that illustrate how the service execution changes the world.

A WSMO interface describes how the functionality of the Web service can be achieved. A twofold view of the operational competence of the Web service is offered: orchestration and choreography, Orchestration offers a description of how the overall functionality of the Web service is achieved by means of cooperation of different Web service providers, while choreography is essentially the description of the communication pattern that allows to one to consume the functionality of the Web service. WSMO allows more than one interface to be defined, so multiple choreographies can be defined for a Web service, hence allowing for multiple modes of interaction. Choreographies and orchestrations are based conceptually on Abstract State Machines, defining a set of states where each one is described by an algebra, and guarded transitions to express state changes by means of updates.

2.4.2 WSMO Goals and Mediators

WSMO Goals define exactly what a service requester demands from a Web service to offer. The requester (whether it is a human or an agent) defines the goals and
the corresponding system tries to find services or combinations of services that can realize them. In order to produce a complete goal description, we need to describe the interface and the capabilities of a Web service that, if it existed, it would completely satisfy our request. In this way, requests and services are strongly decoupled, since requests are based directly on goal descriptions.

Finally, Mediators connect heterogeneous components of a WSMO description when one encounters structural, semantic or conceptual incompatibilities. Mismatches can arise at the data or process level. Mediators are extremely useful in distributed and open environments such as the Internet, where vastly different objects must interoperate. Four types of mediators are defined. Ontology mediators help import elements of one ontology to another, goal mediators define at what level a goal is equivalent to another, Web service mediators assist in the interaction of different Web services and Web service-to-goal mediators can answer whether a Web service satisfies partly or completely a goal, or whether a Web service demands the satisfaction of a goal.

2.5 Semantic Web Services Framework (SWSF)

SWSF [8] is another effort to realize the Semantic Web service vision and is influenced by both OWL-S and WSMO. The Semantic Web Service Initiative is behind SWSF, with partners that also contributed in OWL-S, such as SRI International and University of Toronto and other important partners such as Hewlett Packard, Massachusetts Institute of Technology, Bell Labs Research and Stanford University. SWSF comprises of two major components, the Semantic Web Services Ontology (SWSO) and the Semantic Web Services Language (SWSL).

SWSL is used to specify formal characterizations of Web service concepts and descriptions of individual services. It includes two sub-languages. SWSL-Rules is based on logic-programming and rule-based reasoning and is used to support the use
of the service ontology in reasoning and execution environments, supporting a variety of tasks that range from service profile specification to service discovery, contracting, policy specification, and so on. The second sub-language of SWSL, SWSL-FOL, is based on first-order logic and is used primarily to express the formal characterization of Web service concepts. Both sub-languages are layers to facilitate learning and to be able to support varied specialized tasks that do not require the full expressive power of the language.

2.5.1 Semantic Web Services Ontology (SWSO)

SWSO presents a conceptual model by which Web services can be described. Similarly to OWL-S, SWSO is divided into three major components: Service Descriptors, Process Model and Grounding. Service Descriptors are the equivalent to OWL-S Service Profile and WSMO non-functional properties and contain basic identifying information for the service, such as the service name, author, contact information and so on. The set of properties can be expanded to include other properties, domain-specific or not.

The SWSO Process Model provides an abstract representation for Web services, their impact on the world and the transmission of messages between them. It is based on the Process Specification Language \[38\], a formally axiomatized ontology that was originally developed to enable sharing of descriptions of manufacturing processes. The fundamental building block of an SWSO Process Model is the atomic process, which is directly invocable, has no sub-processes and can be executed in a single step. An atomic process is associated with a set of IOPEs, which are expressed using fluents. However, inputs and outputs are treated as special kinds of preconditions and effects. An input is a knowledge precondition while an output is a knowledge effect.

Service composition is modeled by complex activities using a set of control constraints (similar to the OWL-S control constructs), ordering constraints (specifying just the order of execution) occurrence constraints (linking constraints with a spe-
specific activity occurrence) and state constraints (associating triggered activities with states). IOPEs are defined for atomic processes only. The IOPEs from complex activities are inferred by the atomic processes that constitute the activity. As far as messages are concerned, SW-SO differentiates itself from OWL-S and WSMO, defining explicit objects for both messages and channels, the latter giving some structure to how messages are transmitted between services.

Finally, SW-SO Grounding allows abstract SW-SO service descriptions to be linked with one or more concrete realizations, such as WSDL. The central role of an SW-SO/WSDL grounding is to provide an execution environment with the information it needs at runtime to send and receive messages associated with WSDL service descriptions. The following series of correspondences between SW-SO and WSDL are defined:

1. SW-SO complex activities correspond to WSDL operations

2. WSDL message patterns corresponds to the patterns of messages contained within the control structure of complex activities

3. SW-SO messages are serialized as WSDL messages, using XML schema for message types

2.6 Comparison

Before completing the talk on Web services description, we offer a summary and comparison of the languages presented. We omit WSDL and SAWSSDL from the comparison, because the former lacks any support for semantic description and the latter is not a fully fledged semantic framework as OWL-S, WSMO and SWSF are, and as a result, they can’t be compared on the same basis.

From the languages presented in this section, OWL-S is the most mature one and the most commonly used in service discovery and composition research approaches.
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OWL-S, however, doesn’t come without its drawbacks, as it is pointed out in [6], which prevent it from being used in practical real-world scenarios. For example, its process model is neither an orchestration model nor a choreography model. It is essentially a behavioral description of the service. Moreover, OWL-S views Web service execution as a collection of remote procedure calls, which applies only to synchronous communication, leaving asynchronous communication out of the picture.

WSMO also has been used in many research approaches, even though it hasn’t been around as long as OWL-S. The process model of WSMO offers both an orchestration and a choreography view. However, the orchestration view is rather primitive, and the WSMO Choreography model contains transition rules that only represent local constraints. In addition, WSMO Choreography needs to be formalized in order to allow reasoning and verification about it.

As far as SWSF is concerned, it is a very ambitious approach and has the most elaborate formalization of the three semantic framework efforts and relies on tried and proven foundations for both the included ontology and the language. However, most of its features are present in either OWL-S or WSMO, without necessarily keeping the best of both efforts. In Table 2.1 a comparison between OWL-S, WSMO and SWSF is provided, based on the following criteria:

- The support for Semantic Web services discovery
- The process modeling support (i.e. orchestration, choreography, behavioral interface)
- The formalisms to which the behavioral semantics are mapped
- The support of synchronous and/or asynchronous inter-process communication
- The existence of research approaches on composition using the languages
### 2.7 The Frame, Ramification and Qualification Problems

The discussion so far in this chapter aimed to illustrate the fact that supporting the automation of tasks such as Web service discovery and composition requires the employment of rich, formal, semantic description languages and frameworks, such as OWL-S, WSMO and SWSF. One of the unifying characteristics of these three efforts is that they employ the precondition/postcondition notation in order to formally express a service specification. As it was first identified in [16], such formal specifications are prone to a family of problems related to the frame problem [42], a long-standing problem in the field of Artificial Intelligence. In a previous work [7], we identified the existence of the frame problem in Web service specification and proposed a solution inspired by the work on procedure specifications in [16]. In the next section, we will summarize the results of that work.
2.7.1 Addressing the Frame Problem

The frame problem stems from the fact that including clauses that state only what is changed when preparing formal specifications is inadequate since it may lead to inconsistencies and compromise the capacity of formally proving certain properties of specifications. One should also include clauses, called frame axioms, that explicitly state that apart from the changes declared in the rest of the specification, nothing else changes. Solving the frame problem means expressing frame axioms without resulting in extremely lengthy, complex, possibly inconsistent, obscure specifications and at the same time retaining the ability of proving formal properties of the specifications.

The proposed solution involves declaring, for each element of the service specifications we are creating, which services may result in changing them. Thus, we don’t aim to write a set of frame axioms for each individual Web service specification, but we create assertions that explain the circumstances under which each predicate or function might be modified from one state to another. These assertions, called explanation closure axioms or change axioms, provide a state-oriented perspective to specifications. To be able to express the change axioms, a simple extension to the first-order predicate logic is proposed, that adds a special predicate symbol, named Occur and a special variable symbol named $\alpha$. The semantics for these two additions are simple. Variable $\alpha$ is used to refer to services taking part in the specification. Occur($\alpha$) is a predicate of arity 1 that is true if and only if the service denoted by the variable $\alpha$ has executed successfully.

2.7.1.1 Expressing change axioms in Semantic Web Service languages

Change axioms can be expressed in all Semantic Web service frameworks by leveraging the rule languages included or supported by them. We will briefly outline the cases of OWL-S, WSMO and SWSO. In OWL-S, the most prominent Semantic Web service framework, rules are expressed using SWRL [40]. SWRL-FOL [69], a first-order logic extension to the SWRL syntax is more appropriate for our purposes. In SWRL-FOL,
the Occur predicate can be expressed as a unary predicate which has the meaning that its argument belongs to a certain OWL class. The variable $\alpha$ can then be expressed as an individual variable. For an example, see the attached paper in the Appendix.

As far as WSMO is concerned, the language used for expressing rules is WSML. WSML uses similar constructs to SWRL in order to express simple logical expressions such as the change axioms of our proposed solution. Thus, we again express Occur as a unary predicate and the variable $\alpha$ as an individual variable. Finally, SWSO includes SWSL as its de-facto rule language which contains two sub-languages: SWSL-FOL and SWSL-Rules. SWSL-FOL, a full first-order logic language is more than adequate for expressing change axioms.

2.7.1.2 An algorithm for producing change axioms

Having examined the ways of expressing a change axiom, we turn our focus on sketching an algorithm for automatically producing change axioms, given a service description using the precondition/postcondition notation. A complete set of change axioms should contain one axiom for every predicate contained in all the preconditions and postconditions stated in the description. Thus, we need to search the condition clauses to find every distinct predicate included. For each one of these predicates, our actions depend on whether a corresponding change axiom already exists. If it exists, we don’t need to add a new one, since we already have expressed whether the corresponding service changes that particular predicate or not. If it doesn’t exist, we need to add one that reflects the change in the value of the predicate.

For the case of composite service specifications, the algorithm needs to check each participating service specification separately to create change axioms for the predicates it contains. Also, if a change axiom already exists for a predicate, it doesn’t mean that we don’t need to modify it, since it may have been added in a previous step, when we were dealing with a different service. As a result, we need to do a separate search for predicates in each participating service specification, and
for each predicate we find, we should check if the corresponding change axiom has already been added.

### 2.7.2 The Ramification Problem

The frame problem is closely related to two other problems in logic-based knowledge representation, the ramification and qualification problems. In [59], the author defines the ramification problem as the problem of adequately representing and inferring information about the knock-on and indirect effects (also known as ramifications) that might accompany the direct effects of an action or event. The relation of the frame and ramification problems is somewhat contradicting: if one deals with the frame problem by expressing that no other effects are allowed except the ones explicitly stated, then any indirect effects are disallowed by definition, hence any solution to the ramification problem is precluded.

It would be interesting to explore the ramification problem and its consequences for the case of Web services. In that context, one may deal with effects that are caused by effects of a service execution, i.e. executing a service affects the world in a certain way, which then leads to secondary effects that are derived from the primary ones. Finding a way to include such effects in a formal Web service specification while at the same time avoiding any conflicts with the aforementioned solution to the frame problem poses an interesting challenge.

### 2.7.3 The Qualification Problem

While the ramification problem deals with the effects of an action, the qualification deals with the circumstances and the conditions that must be met prior to the execution of an action. In [59], the author separates two major aspects, the endogenous and the exogenous qualification problem. The endogenous qualification problem is the problem (and sometimes the impossibility) of listing all preconditions (also known as qualifications) that must be satisfied for an action to have the desired effect and
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at the same time updating these qualifications as new statements become part of our knowledge, without resulting in inconsistencies. On the other hand, the exogenous qualification problem deals with qualifications that are outside the scope of our theory and result in contradicting some effects of an action due to inconsistencies.

In the context of Web services, it can be argued that even if one considers a Web service specification as complete, there might always be some conditions that have not been explicitly declared. Trying to declare more and more preconditions may then lead to a service that will never be able to be executed, or to specifications that are rendered inconsistent once a new statement becomes part of our knowledge. Moreover, in the case of service composition inconsistencies may arise when the qualifications of a new service added to a composition schema contradict the effects of the composite service that is being modified. This is an example of the effects of the exogenous (rather than the endogenous) aspect of the qualification problem, indicating that the field of Web services offers a interesting context in which the effects and possible solutions to the qualification problem can be explored.

We will continue the discussion on the ramification and qualification problems in the final chapter where we will formulate some research challenges through examples of the effects these problems have in formal Web service specifications.
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Chapter 3

State of the Art

In this chapter, a comprehensive and comparative analysis of the most representative efforts in automated Web service composition will be presented. We will first identify some requirements that need to be met, followed by a brief analysis of the most popular composition models that have been proposed. Then, a complete state-of-the-art of automated Web service composition will be presented, organized in four major categories of approaches. At the end of the chapter, a comparison of the approaches will be attempted, based on how they satisfy the requirements we have identified.

3.1 Requirements for Automated Web Service Composition

A considerable number of surveys on Web service composition (automated or not) have been conducted and published by various researchers all over the world, over the last decade [45] [58] [77] [41] [25] [47] [1] [52]. Most of these surveys don’t state clearly what requirements need to be met for an approach to successfully solve the problem of automated Web service composition and none of them contains a comprehensive comparison based on said requirements. In this section, we will present and briefly analyze a set of requirements that must be satisfied in order for a composition process
to be considered successful, accurate and complete.

3.1.1 Automation

Since the focus of our survey is automated Web service composition, the primary requirement is that the generation of the composition schema must be at least partially (if not fully) automated. The main purpose behind designing an approach to handle Web service composition is to minimize user intervention and accelerate the process of producing a composite service that satisfies preset user requirements. Automation reduces the time spent in order to create a composition schema compared to the time required in a manual composition approach, eliminates human errors and reduces the overall cost of the process. Thus, we should expect that a successful Web service composition approach provides the highest possible level of automation.

3.1.2 Dynamicity

A defining characteristic of a service composition approach is whether it produces a static or a dynamic composition schema. This distinction is closely related to the time in which the composition schema is created, at design-time or at run-time. A static composition approach involves selecting the component services to be used linking them together to form a composition process and finally deploying the composite process. This process cannot be modified in any way after the execution has begun, hence the term design-time composition that is often attributed to static composition approaches.

On the other hand, dynamic composition approaches produce an abstract composition schema, that is essentially a composition process without the actual service bindings. The abstract composition schema is concretized at run-time, when service endpoints are bound to each abstract task in the schema. Dynamicity ensures that a produced composition schema will be consistent and executable long after its initial design. A dynamic composition schema is able to overcome issues such as services no
longer being provided and services being replaced by new ones by providers, which would render a static composition schema invalid, inconsistent and impossible to execute. For that reason, dynamic (or run-time) composition approaches are preferable to static (or design-time) ones.

3.1.3 Semantic capabilities

As it was argued in Chapter 2, semantic capabilities are fundamental for the realization of Service-Oriented Architectures. Semantically rich descriptions of services and composition goals can be utilized by applications or other services without human assistance, facilitating automated composition. Moreover, they allow for more efficient service matchmaking based not only on service inputs and outputs and, as a result, for composite services that are more close to what the user requests. Thus, effective service composition approaches should exploit semantic descriptions to realize their goals.

3.1.4 QoS-Awareness

Another fundamental requirement for automated Web service composition is QoS-awareness. QoS-aware approaches take into account not only functional characteristics of services but also non-functional ones, dealing with quality aspects such as response time, price, availability and so on. Considering QoS aspects when deciding which services to include in a service composition schema is important when functional requirements are satisfied by more than one service. As a result, composite services produced by QoS-aware approaches not only offer the capabilities requested by the user but also guarantee the best possible quality.
3.1.5 Nondeterminism

Nondeterminism involves cases where an action may lead to more than one different states depending on the values of some parameters. For the case of service composition, nondeterminism is observed when the composition schema includes choice constructs (such as if-then-else) or loops (such as repeat-while). Nondeterminism may lead to an increase in the number of possible composition schemas for a given request and must be taken into account when designing a composition approach.

3.1.6 Partial observability

Real-world applications bring several requirements to the table that are not obvious when examining the composition problem from a theoretical point of view. One of these requirements is partial observability which involves dealing with incomplete information of the initial world state. This requirement is strongly linked to approaches that are based on AI planning techniques, since most of these techniques require a complete knowledge of the initial world state, which is not readily available on real-world application. Thus, an effective composition approach must deal with incomplete (or in some cases wrong) information and manage to produce composite services despite that fact.

3.1.7 Scalability

Another requirement brought by real-world applications is scalability. The fact that a composition approach works well given a set of services is no guarantee that will work as effectively with a different, larger or more complex set of services. Composition approaches must be tested against increasingly large service registries to examine how their performance is affected. A common trade-off often arises in this context, that of scalability versus performance. It is important to identify parts of the approach that may pose limitations and try to work them out in order to ensure the maximum
scalability for a given performance or vice-versa.

### 3.1.8 Correctness

Composition correctness is required when we want to check if certain properties of the produced composite service hold, such as the fact that it is guaranteed to produce a certain set of outputs given a certain set of inputs and under a certain set of conditions. Correctness is established through verification techniques, which have also been well researched by the Web service community.

### 3.1.9 Domain independence

A composition approach should not be limited to a specific domain (unless of course, the focus of the research was exclusive to that domain from the start). One should be able to apply the same approach to different domains, allowing for the solution of a broad range of problems. This requirement may be difficult to achieve while at the same time achieving the requirement of semantic capabilities, since, in some cases, semantic knowledge is domain-dependent.

### 3.1.10 Adaptivity

The last requirement that we will examine has recently been attracting interest in research communities and involves the ability of a service (atomic or composite) to adapt itself. Adaptation is the process of modifying Service-Based Applications in order to satisfy new requirements and to fit new situations dictated by the environment on the basis of predefined adaptation strategies. Adaptation goes one step further from dynamic composition approaches, in the sense that the former also deals with changes in the requirements set by the requester which the latter cannot handle.

Adaptation can be proactive, aiming to modify an application before a deviation will occur during the actual operation and before such a deviation can lead to
problems, or reactive, handling faults and recovering from problems reported during execution. While we include adaptivity as a requirement for automated Web service composition, that doesn’t imply that it should be set as a research goal for such approach. Instead, the composition researcher may employ research results from the adaptation domain, so that the composite services resulting from the approach designed will have the ability to adapt themselves.

3.2 Composition Models

Before we present the most important approaches that have been proposed for the realization of automated service composition, we will take a look at the most well-adopted composition models that have been defined. These models are used by most approaches that form the state-of-the-art of the next section and some of them are supported by the Semantic Web service frameworks presented in Chapter 2. It should be noted that these models are not used exclusively: one approach can implement more than one models at the same time.

3.2.1 Orchestration

As defined in [68], orchestration is a description of how the services that participate in a composition interact at the message level, including the business logic and the order in which the interactions should be executed. Thus, an orchestration should define which message is sent when and by which participating service. A service orchestration can be considered as being proactive, as it defines the interactions with the services it orchestrates, before any actual execution takes place.

Several researchers [41] [47] differentiate between composition synthesis and orchestration. Composition synthesis concerns synthesizing a specification of how to coordinate the component services to fulfill the client request, generating a plan that dictates how to achieve a desired behavior by combining the abilities of multiple ser-
service orchestrations are typically described and executed using workflow languages. The most prominent and universally adopted language for describing service orchestration is Business Process Execution Language (WS-BPEL) [64]. BPEL is an XML-based language for representing the business logic, in other words the data flow and control flow of processes. The control flow may contain alternative execution paths, exception and fault handling, event handling and additional rules and constraints. Apart from that, BPEL processes contain participants (Web services) that are assigned to each activity contained in the process. In its official document, only WSDL descriptions may be associated with a BPEL process, which limits BPEL to static and syntactic (without semantics) service compositions. However, there have been research efforts that aim to address these deficiencies and provide support for dynamicity and semantics.

3.2.2 Choreography

Choreography is associated with the globally visible message exchanges, rules of interaction and agreements that occur between multiple business processes. This is their main defining characteristic, as they differ from orchestration which typically specify a business process executed by a single party. In choreographies, partners are in full control of their internal business processes and do not expose them to other partners, unless they are essential to the communication. Choreographies are conceptually related to conversations, which are defined as a message exchange between two partners that follows the rules of the overall choreography.

The principal language for defining choreographies is Web services Choreography Description Language (WS-CDL) [43]. WS-CDL uses bi-lateral interactions with one or two messages to incrementally model any interaction. The basic building blocks
are request-only, response-only, and request-response interactions. There is a limited set of control flow constructs (sequence, parallel, choice and work-unit) in order to represent the composition of interactions.

Although orchestration and choreography can be used separately to implement a service composition, their different viewpoints can be combined for a more complete representation. Orchestration can be used to describe participating services in the lower abstraction level and choreography can give a higher level description of how these orchestrations interact with each other and capture the complex conversations between them in order to realize the goal set by the requester. Of course, one can argue that the higher level description can also be realized using an orchestration model, but this would automatically imply that composition synthesis is involved for the creation of the process description of the orchestration, which may not be what the partners want, hence leaving choreography as the most suitable choice.

3.2.3 Coordination

Service coordination involves temporarily grouping a set of service instances following a coordination protocol. This protocol dictates the way participating services interact and also the outcome of the interaction, whether it was successful or not. The defining characteristic of coordination is the existence of a third party, called the coordinator, who acts as the nexus between participants and ultimately is responsible for the upholding of the protocol and the decision and dissemination of the outcome, once the activity ends. The participating services typically do not communicate directly with each other in a coordination model, all communication involves the coordinator.

OASIS has developed the Web Services Composite Application Framework (WS-CAF) [30] which includes, among others, Web Services Coordination Framework (WS-CF). In WS-CF, a coordination is defined based on three components, the coordinator, the participants and the coordination service. The coordinator provides an interface for the participants to register, coordinates the participants according to the protocol
and disseminates the protocol outcome. The participants can be single Web Services or composite ones. The coordination service is merely the implementation of the coordination protocol.

### 3.2.4 Component Model

The final model that we will examine is the Component model, which is sometimes referred to as service wiring. Service wiring involves the actual linking between inputs and outputs when services are being composed together. An indicative example of service wiring is Service Component Architecture (SCA) [23]. In this architecture, service components can be implemented in any programming language available and encapsulated so that all components share a similar description. Service components can be wired together to form a so-called Composite. Composites then can operate as service components themselves. The component model can be used together with an orchestration with the latter describing the control and data flow between participating services and the former implementing the actual input and output connections from one service to another.

### 3.3 Automated Web Service Composition Approaches

Approaches to the automated Web service composition problem have been exceptionally diverse and offer different interpretations of what should be addressed in a composition approach. They also differ on the degree of automation that is involved in the process ranging from semi-automated to fully automated approaches. Since our survey focuses on automated Web service composition, we will omit any purely manual approaches.

Due to the multitude and diversity of existing research approaches, it is imperative that we perform some kind of grouping in order to make the presentation of the approaches easier. Four distinct groups of approaches will be examined:
1. **Workflow-based:** approaches that exploit knowledge from workflow research

2. **Model-based:** approaches that use modeling languages (Petri-nets, UML, FSMs) to represent service compositions

3. **Mathematics-based:** approaches that use mathematics (logics, calculi, algebras)

4. **AI planning:** approaches that handle service composition as an AI planning problem

### 3.3.1 Workflow-based Approaches

Workflow organization and management have been a major research topic for more than twenty years. As a result, there has been a lot of effort on how to represent a sequence of actions. Drawing mainly from the fact that a composite service is conceptually similar to a workflow, it is possible to exploit the accumulated knowledge in the workflow community in order to facilitate Web service composition. Composition frameworks based on workflow techniques were one of the initial solutions proposed for automatic Web service composition. Initially, most works focused on static and manual compositions. More recent work, however, has attempted to realize automated Web service composition. Due to the popularity of BPEL, most approaches in this category employ BPEL in one way or another.

Majithia et al. [51] present a framework that automatically construct a Web service composition schema from a high-level objective. The input objective is fed to an abstract workflow generator that attempts to create an abstract workflow (written in BPEL) that satisfies the objective, either by using already generated workflows or subsets of them that are stored in a repository or by performing backtracking to find a chain of services that satisfy the objective. The abstract workflow is then concretized, either by finding existing services through a matchmaking algorithm.
that matches inputs and outputs and binding them to the workflow, or by recursively
calling the abstract workflow generator if no service can be found for an activity.

PAWS [4] is a framework developed by Politecnico di Milano focusing on the
adaptation and flexibility of service compositions modeled as business processes. As
illustrated in Figure 3.1, designers create a BPEL process which is then annotated
with global and local constraints that usually refer to QoS aspects. The constraints are
expressed as Service-Level Agreements (SLAs). For each task in the created process,
an advanced service retrieval module attempts to find services that have the required
interface (expressed in WSDL or SAWSDL) and do not violate any constraints, by
performing SLA negotiation. If no exact interface matches are found, a mediator is
used to reconcile the interface discrepancies. For each task, more than one candidate
services are selected. When the process is eventually executed by the BPEL engine,
one candidate service is invoked for each task. PAWS also supports self-healing,
allowing for faulty services to be substituted by other candidate services and at the
same time enabling recovery actions to undo the results of the faulty services.

Fujii and Suda [31] [32] propose an architecture for semantics-based, context-
aware, dynamic service composition inspired by the component model mentioned in
a previous section. They introduce CoSMoS, a semantic abstract model for both
service components and users which is the basis for all required representations of
their framework. Their composition approach, named SeGSeC, involves receiving
a natural language request from the user which is parsed using preexisting natural
language analysis technologies into a CoSMoS model instance. This is fed to the
workflow synthesis module which creates an executable workflow by discovering and
interconnecting components based on the request and the components’ functional
description. The workflow synthesis module is apparently limited to sequential and
parallel composition schemas. Then a semantic matching module ensures that the
selected components are semantically equivalent to the user request. If more than
one components satisfy both functional and semantic properties for a given task,
then context information is exploited, based on rules defined by the user or based on a history of previous decisions, in order to select the most suitable component. The final workflow is then executed and monitored. When a service failure is detected or a change in context is perceived, the workflow can be dynamically modified to adapt to these changes.

In general, we can conclude that while workflow-based composition approaches have evolved from offering only manual and static composition methods to supporting automation and dynamicity, the resulting workflows are limited to simple schemas such as sequential and parallel execution, or in other cases, such as PAWS, automation is only supported during the execution and adaptation of the workflow, while the workflow design process is manual. This deficiency has been addressed by combining workflow-based methods with AI planning techniques. We will examine such works when we analyze planning-based composition approaches.
3.3.2 Model-based Approaches

Model-based or model-driven composition follows the suggestion of system theory to raise the level of abstraction in order to deal with the increasing complexity of systems. Approaches in this category use already explored and well-established models to represent Web services and service composition, thus using a higher description level on top of the traditional service description in WSDL, OWL-S or a similar description framework.

Berardi et al. [11] presented E-Service Composition (ESC), a prototype tool that implements a model-based technique for automated service composition using Finite State Machines (FSMs). They argue that the behavior of a service can be modeled using two schemata, an external schema that specifies its exported (externally-visible) behavior and an internal schema that contains information on which service instance executes each given action that is part of the overall service process. Both schemata are expressed using FSM models. When attempting to synthesize a composition, the external FSM models of the available services and the target service are transformed to modal logic formulas in Deterministic Propositional Dynamic Logic (DPDL). If the resulting set of formulas is satisfiable, then a FSM for the target service exists and is produced. The automatically synthesized FSM can then be converted to a BPEL process and executed in a BPEL engine. In a more recent work [12], Berardi et al. replace FSMs with Transition Systems and use the notion of simulation to virtually compute all possible compositions at once. Neither work however, manages to address the issues of non-determinism and partial observability.

Skogan et al. [80] propose a method that uses UML Activity diagrams to model service compositions. The UML diagrams are then used to generate executable BPEL processes using XSLT transformations. While this work only uses WSDL service descriptions as input to the UML transformation, a follow-up work [37] lifts this limitation by also considering Semantic Web service descriptions in OWL-S and WSMO as well as supporting QoS attributes. This enables dynamicity, since the BPEL pro-
cesses that are generated are abstract and are only bound to concrete services at run-time. Additionally, services are ranked based on QoS properties if more than one service instance satisfies a given task. However, both works do not offer full automation, since the composition model is created manually. Also, the work by Gronmo et al. presents only the methodology behind their model-driven approach without examining whether and how such a methodology can be implemented.

Petri Nets have been used by many researchers in model-based Web service composition [62] [39]. Brogi and Corfini [19] presented Service Aggregation Matchmaking (SAM), a system that is able to discover service compositions, or create them when no suitable composition for a given request is found. The model used to represent Web services is Consume-Produce-Read (CPR) Nets, a simple variant of the standard Condition/Event Petri Nets defined by the authors to properly model the control flow and the data flow of a service. The authors provide a translator from OWL-S descriptions to CPR Nets. The SAM framework can handle both functional and behavioral requests (i.e. requests declaring the desired functional properties of the service or its desired behavior). The functional analysis returns a set of participating services based on a functional request. The behavioral analysis can generate a composite service based on a set of participating services and a behavioral request. The composition of services is based on the composition of CPR Nets which is formally defined by the authors.

Fan et al. [27] propose a notion of synthesized Web services (SWSs) as a uniform formalism to characterize Finite State Automata and transducer abstractions for the modeling of Web services. Using the SWS notion, they formalize several decision problems, such as finding if two services are equivalent or the validity of a service execution and then calculate the complexity of synthesizing a composition of SWSs. A follow-up work [24] also addresses the aggregation problem with regard to SWS, in other words the problem of synthesizing an SWS composition while maximizing or minimizing the output. Both works are fairly recent and in a preliminary stage and
only examine the problems on a theoretical basis with no examination of implementation issues so far.

### 3.3.3 Mathematics-based Approaches

This category of approaches is created in order to include all approaches that didn’t fit in one of the other three categories and at the same time have the common characteristic to be based on mathematical foundations such as various logics, calculi or algebras (hence the term mathematics-based). Of course this in no way implies that approaches not included in this category cannot be based on mathematics, but they were eventually grouped in other categories due to having similarities stronger than a shared mathematical foundation.

The use of process algebraic languages, such as CCS [60] or the pi-calculus [61] has been advocated for Web service composition, since the process specifications included in Semantic Web frameworks such as WSMO or SWSF are formally grounded on process algebras. As illustrated in [58], the pi-calculus can be used to describe and compose Web services. Processes in the pi-calculus can be sequences of other processes, parallel compositions, recursive executions, or choices between operations, thus it is possible to express all basic composition schemas. Receiving and sending information between processes is formalized as input and output artifacts exchanged on channels. One can also introduce types to inputs and outputs. The abstract descriptions that are offered by pi-calculus can be exploited to verify correctness and other properties of compositions.

In [76], the authors propose the use of Linear Logic for automated Web service composition. Linear Logic is an extension of classical logic to model a notion of evolving state by keeping track of resources. The authors propose an automatic translation of OWL-S descriptions to sets of Linear Logic axioms. Then, they use theorem proving to produce the composite service. The target service is expressed as a sequent in Linear Logic and the prover generates all possible compositions which are
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then translated to process models using a pi-calculus-inspired process language. It is possible to further translate such models to BPEL workflows. However, the authors themselves acknowledge that using a propositional subset of Linear Logic limits the presentation of Web service properties.

Lecue et al. [49] exploit the fact that OWL-S is based on Description Logics and attempt to use DL reasoning to realize service composition. In previous works, the authors have defined causal links as semantic links between inputs and outputs of services. There are five types of causal links: exact, plugin (when the output is a sub-concept of the input), subsumption (when the output is a super-concept of the input), intersection (if the intersection of the output and the input is satisfiable) and disjoint (when input and output are incompatible). Given a set of services, a causal link matrix (CLM) can be constructed, containing all possible causal links. The authors extend CLM to support non-functional properties. The extended matrix, CLM+ is used in their composition approach, which involves receiving a request, performing service discovery to find a set of candidate services, calculating the CLM+ for these services and attempting to incrementally achieve the output of the request, starting from the input. At each step, the decision is based on the matches inferred from the CLM+ between the output of the last service selected and the inputs of all candidate services. The flow diagram of the composition algorithm is shown in Figure 3.2.

3.3.4 AI Planning Approaches

The final category of automated Web service composition approaches comprises all research efforts that use AI planning techniques in order to generate a composition schema. AI planning techniques involve generating a plan containing the series of actions required to reach the goal state set by the service requester, beginning from an initial state. All approaches in this family rely on one of the many planning techniques that the AI community has proposed and incorporates it in the process model creation phase of the composition framework.
An AI planning problem (in the classical sense) can be described as a quintuple \( \{S, s_0, G, A, \Gamma\} \) [20], where \( S \) is the set of all possible states of the world, \( s_0 \subset S \) denotes the initial state of the planner, \( G \subset S \) denotes the set of goal states the planning system attempts to reach, \( A \) is the set of actions that can be performed in order to reach a goal state and \( \Gamma \subseteq S \times A \times S \) is a transition relation that describes the resulting state or states when a particular action is executed in a given world state. If we consider \( A \) to be the available services, \( G \) to be the goal set by the requester, and a state model related to \( S, s_0 \) and \( \Gamma \) and applied to the available services, then we can use existing solutions to the AI planning problem in order to solve the Web service composition problem. It should be noted that this correlation is not followed by all approaches in this category.

Due to the large amount of approaches that fall into the AI Planning category, we will use a further categorization, based on the type of AI planning technique used. The classification is inspired by the works of Chan et al. [21] and Ghallab et al. [35].
Four categories of planning techniques will be examined:

1. **Classical planning**: approaches that involve state-space or plan-space planning

2. **Neoclassical planning**: approaches that employ graph-based planning, propositional satisfiability and constraint satisfaction

3. **Heuristics and Control Strategies**: approaches involving Partial Order Refinement, Hierarchical Task Network planning and planning based on the situation calculus

4. **Other planning techniques**: abductive planning in the event calculus and planning based on model checking

### 3.3.4.1 Classical planning

Classical planning approaches are based on the definition given at the beginning of this section and involve searching a state-space in order to find a series of state transitions from an initial state to a goal state. Classical planning sometimes involves decomposing a goal to sub-goals and generating a separate plan for each sub-goal, a technique known as plan-space planning.

In [3], the authors attempt to introduce planning in traditional workflow-based service compositions. Given an abstract BPEL flow (with no concrete services bound to the tasks), the goal is to use planning techniques to concretize the workflow. To that end, OWL-S service descriptions are translated to the Planning Domain Definition Language (PDDL) [34], an effort to standardize planning domain and problem description languages (the practice of translating service descriptions to PDDL is common in many approaches in the AI planning category). Then, the PDDL descriptions are fed to IBM’s Planner4J planning framework, which contains many planning algorithms, including classical planning ones. At run-time, for each task in the abstract
BPEL flow, a concrete service is requested from the planner module. If a service is not found, the planner attempts to solve a planning problem with the available services as input. This approach is semi-automatic, since the creation of the abstract flow is manual.

Zeng et al. [88] propose the formulation of service composition as a goal-directed planning problem that takes three inputs: a set of domain specific service composition rules (which are manually defined), a description of a business objective or goal, and a description of business assumptions (organizational rules and structures). To that end, they devise an ontology to represent these concepts and a three-step composition schema generation process. In the first step, called Backward-Chaining, the composition rules are exploited trying to create a chain starting from the business objective and moving backwards, until there are no more rules or the initial state is reached. The second step, Forward-Chaining, follows the opposite direction, and attempts to complete the composition schema produced in the first phase by adding services that may be required by the results of some tasks. The final phase, Data-Flow-Inference, adds data flow to the composition schema, since the previous steps only contribute to the control flow aspects of the composition.

3.3.4.2 Neoclassical planning

Neoclassical planning comprises techniques that extend the classical notion of planning. These include graph-based planning, where a plan graph of all possible states and transitions (or a subset of those) is constructed and constraint satisfaction, where the planning problem is translated to a set of constraints and a solver attempts to find a model that satisfies all constraints.

In [75], the authors present a mixed initiative framework for semantic web service discovery and composition, choosing not to automate the complete procedure, but allowing user intervention in key decisions. Their composition engine combines rule-based reasoning on OWL ontologies with Jess and planning functionality based
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Graph-based planning is also employed by the work of Wu et al. [87] in order to realize service composition. The authors propose their own abstract model for service description which is essentially an extension of SAWSDL to more resemble OWL-S and WSMO. In addition, they model service requests and service compositions with similar semantic artifacts. Then, they extend the GraphPlan algorithm to work with the models they defined. They also add limited support for determinism, by allowing loops only if they are identified beforehand. The final system takes a user request defined using the authors’ models and extracts an executable BPEL flow, as shown in the architecture in Figure 3.3.

Figure 3.3: Wu et al. composition architecture

The next two works are a combination of neoclassical planning and Hierarchical Task Network planning which is a technique that belongs to the next category,
"Heuristics and Control Strategies". Beauche and Poizat [9] use GraphHTN as a planning technique, which extends the GraphPlan algorithm with task decomposition, which is the defining characteristic of HTN planning. The authors’ primary goal is to extend GraphPlan with adaptation capabilities. They introduce original semantic structures to describe the capabilities and data that are involved in a service. These structures enable both vertical adaptation by exploiting semantic relations between capabilities and replacing one service with an equivalent one, but also horizontal adaptation, substituting missing data with semantically equivalent ones. The final generated plan is transformed to a YAWL workflow. YAWL is a workflow language that has been extended to support Web services and can also be transformed to BPEL, if needed.

In [66], the authors combine Constraint Satisfaction (a neoclassical technique) with HTN. The user expresses a service request, which is translated to valid input for an HTN planner (the authors use the most established HTN planner, SHOP2). The HTN planner produces a task flow and a set of constraints which are then fed to a Constraint Satisfaction solver which attempts to find a solution that satisfies all constraints by invoking candidate services with respect to the given task flow. The authors point out, however, that generating a solvable Constraint Satisfaction set may be very difficult for some domains and may require an intervention of an expert to create a broader set.

3.3.4.3 Heuristics and Control Strategies

Techniques in this category use heuristics to determine where to search next or control rules to prune the search space. We will first examine Partial Order Refinement, which is based on plan-space planning and produces incomplete plans where not all tasks are ordered, thus the produced plans may have more than one linearizations. Then we will examine more Hierarchical Task Network planning, which was first observed in the previous category as it was combined with neoclassical techniques.
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HTN planning involves decomposing the desired task into sub-tasks and recursively apply decomposition until the resulting sub-tasks can be satisfied. Finally, we will examine works based on Golog, a logic programming language based on the situation calculus.

Peer [70] uses a Partial Order Planner, namely VHPOP, which uses PDDL as input language. The author has defined his own semantic representation of Web services, which is suitably translated to PDDL descriptions. These descriptions are fed to VHPOP, along with a set of links between tasks to avoid, which leads to the production of one or more plans, possibly partially defined. Because there is no guarantee that the plan or plans actually translate to a successful execution, the framework begins by executing the first step. If it fails, then a replanning is performed and a new plan is generated, given the conditions of the failure. If the execution of the first task in the plan is a success, we move on to the second task and so on.

In [44], the authors follow a similar approach, but they employ OWL-S descriptions (instead of creating their own services ontology), which are similarly translated to PDDL descriptions. They use a different planner, however, a hybrid heuristic search planner which combines graph-based planning and HTN. This combines the advantages of the two planning approaches, namely the fact that graph-based planning always find a plan if one exists and the decomposition offered by HTN planning. The framework also includes a replanning component which is able to re-adjust outdated plans during execution time. The architecture of the framework is shown in Figure 3.4

A more recent work by Sohrabi and McIlraith [81] introduces preferences and regulations to HTN planning. The authors extend PDDL to support preferences over how to decompose tasks as well as expressing preferences over the preferred parameterization of a task. They also include regulations (verification-geared constraints such as safety constraints) that should be followed by any generated plan. They introduce a modified HTN planning algorithm, HTNWSC, which takes into account
both preferences and regulations in the plan generation procedure.

Before branching to HTN-based solutions, McIlraith and Son [57] first explored planning based on logic programming with Golog. They extended and customized Golog to support personalized constraints and nondeterminism in sequential executions and modified ConGolog, a Golog interpreter to realize these enhancements. This work was developed concurrently with the definition of OWL-S (then DAML-S) and was one of the first to consider Semantic Web services as an input to planners via translation to PDDL. Some years later Phan et al. [71] translate OWL-S directly to the situation calculus and use a ConGolog interpreter, extending it to support information gathering, but ignoring any of the extensions proposed by McIlraith and Son. Also, [50] advances the previous work by Lecue et al. [49] that use DL reasoning techniques and integrates them with an extended Golog interpreter that can compute conditional Web service compositions and can elaborate a strategy for automated branching by means of causal links and laws.

Recently, [82] has proposed the introduction of preferences to planning with Golog, in the spirit of the parallel work of the same authors [81]. Preferences are
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expressed using a first-order language defined by the authors and used in a modified version of a Golog interpreter. Evaluation results illustrate the effectiveness of introducing preferences to find optimal compositions.

3.3.4.4 Other planning techniques

[5] uses planning as theorem proving in the event calculus as a means to create service compositions. The planning problem in the event calculus is formulated by the domain knowledge, the event calculus axioms and a goal state. An abductive theorem prover generates the plan, which is a series of events, as well as a set of temporal ordering predicates, giving the partial ordering of events. The authors consider an automatic translation from OWL-S to the event calculus but have not implemented it yet. Also, the fact that there isn’t a logic programming language equivalent to Golog for the event calculus makes the expression of processes rather difficult.

The final planning paradigm that we will examine is planning as model checking. Fondazione Bruno Kessler in Trento, Italy has been conducting research in this area for several years. The original works by Traverso and Pistore [85] [72] attempt to exploit planning by model checking in order to deal effectively with nondeterminism, partial observability, and complex goals. OWL-S process models are translated to state transition systems in a similar way that Narayanan and McIlraith [62] translate them to Petri Nets. Goals are expressed using EAGLE, a requirements specification language. State transition systems and goal descriptions are fed to the MBP planner and evaluation showed that while correct plans were produced, the procedure did not scale well, mainly due to the way goals were expressed.

Further efforts by Pistore et al. [73] [74] [14] attempt to address the scalability issues by the definition of an appropriate model for providing a knowledge level description of the component services. In these works, BPEL workflows are used as input instead of OWL-S process models and are translated to their knowledge-level models (essentially a set of propositions). Given a composition goal, they automat-
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ically generate its knowledge level representation that declares what the composite service must know and how goal variables and functions must be related with the variables and functions of the component services. This new representation of goals caused an increase in scalability.

These research results have been incorporated in the ASTRO framework [84], allowing it to realize automated service composition. ASTRO takes BPEL processes as input, feeds them into a planner that implements the planning as model checking technique and exports resulting plans in the form of BPEL processes. ASTRO also includes an execution and monitoring component, based on the ActiveBPEL engine.

More recent work from the team of FBK has focused on devising new models for the specification of data flow [53] and control flow [13] requirements. Data flow requirements specify how output messages (messages sent to component services) are obtained from input messages (messages received from component services). Control flow requirements involve termination conditions and transactional issues. Data flow requirements are translated to state transition systems while control flow requirements are translated to the EAGLE language, although previous work had indicated that this caused some scalability issues. [54] shows how this recent research is incorporated in the ASTRO framework.

3.4 Comparison

In this section, we will present comparison tables for all approaches presented in the previous section. The comparison will be based on the requirements that were outlined in the beginning of this Chapter.

Tables 3.1 and 3.2 present a comprehensive comparison that details how each approach manages to meet the automated composition requirements that we defined. A ✓ denotes that the corresponding approach satisfies that particular requirement. A ∼ denotes that the corresponding approach only partially satisfies that particular
requirement. No symbol denotes that the corresponding approach does not satisfy that particular requirement (or the authors do not deal with the requirement at all).

Table 3.3 contains a condensed comparison which lists only categories of approaches instead of individual approaches. A ✓ denotes that the particular requirement has been addressed by multiple approaches in the category. A ~ denotes that the particular requirement has been addressed by some approaches in the category. No symbol denotes that no approaches in this category have addressed that particular requirement.

By studying these tables, one can infer a series of research goals that still pose a challenge and could be explored. These will be analyzed in the next Chapter.
# Table 3.1: Comparison of Automated Web Service Composition approaches - part 1

<table>
<thead>
<tr>
<th></th>
<th>Automation</th>
<th>Dynamicity</th>
<th>Semantic Capabilities</th>
<th>QoS Awareness</th>
<th>Partial Observability</th>
<th>Scalability</th>
<th>Correctness</th>
<th>Domain Independence</th>
<th>Adaptivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Majithia et al. [51]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ardagna et al. [4]</td>
<td>~</td>
<td>✓</td>
<td>~</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fujii et al. [31] [32]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Berardi et al. [11]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Berardi et al. [12]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Skogan et al. [80]</td>
<td>~</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gronmo et al. [37]</td>
<td>~</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brogi et al. [19]</td>
<td>✓</td>
<td></td>
<td>~</td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Fan et al. [27]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Milanovic et al. [58]</td>
<td>~</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Rao et al. [76]</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Lecue et al. [49]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Automation</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Dynamicity</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Semantic</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>QoS</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Non-dependence</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Partial Overlap</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Correctness</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Domain Independence</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Adaptivity</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Dependency</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Correctness</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Scalability</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Partial Overlap</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Correctness</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Domain Independence</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Adaptivity</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Correctness</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Scalability</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Partial Overlap</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Correctness</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Domain Independence</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Adaptivity</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 3.2: Comparison of Automated Web Service Composition approaches - part 2
<table>
<thead>
<tr>
<th></th>
<th>Automation</th>
<th>Dynamicity</th>
<th>Semantic Capabilities</th>
<th>QoS Awareness</th>
<th>Non-terminism</th>
<th>Partial Observability</th>
<th>Scalability</th>
<th>Correctness</th>
<th>Domain Independence</th>
<th>Adaptivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Workflow-based</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>~</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Model-based</td>
<td>✓</td>
<td>~</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Mathematics-based</td>
<td>✓</td>
<td>~</td>
<td>✓</td>
<td>~</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Classical planning</td>
<td>~</td>
<td>~</td>
<td>✓</td>
<td>~</td>
<td>✓</td>
<td></td>
<td></td>
<td>~</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neoclassical</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>~</td>
<td>~</td>
<td>~</td>
</tr>
<tr>
<td>Heuristics</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td>~</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Model checking</td>
<td>✓</td>
<td>~</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>~</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 3.3: Comparison of Automated Web Service Composition approaches - by category
Chapter 4

Research Challenges

In this chapter, we will present and analyze a set of research challenges that were identified while preparing this document. The first section contains research challenges that deal with Web service description, especially with the formal specification of Web services and service compositions and is based on the analysis carried out in Chapter 2. The second section includes research challenges on the topic of automated Web service composition, based on the comprehensive state of the art that was presented in Chapter 3.

4.1 Formal Specification of Web services and service compositions

From the analysis in Chapter 2 it was gathered that there are still open issues concerning the description and formal specification of Web services and service compositions. These issues concern the ramification problem, the qualification problem and the problem of automatically deriving specifications for Web service compositions. The rest of this section is devoted to describing the research challenges related to these issues.

All challenges presented in this section contribute to the same high-level goal: to
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provide complete, formal, rich, semantic-aware specifications for Web services. The existence of such specifications is of crucial importance for both service providers and service consumers. Service providers will be able to provide complete specifications of what they are offering, which would enable them to more effectively advertise their service products to potential clients. Service consumers, on the other hand, will be able to be informed of the exact way in which a service is expected to performed and the produced results, which will allow them to make informed choices and select the service that is the most suitable match for their requirements. Given the fact that formal specifications can be automatically processed in an effective way, such matchmaking between what is offered by providers and what is required by consumers can be performed in an automated way, speeding up the process and at the same time lowering the costs. Thus, formal specifications are one step towards the embracing of Service-Oriented Architectures by the industry.

4.1.1 Addressing the ramification problem

In Chapter 2 the ramification problem was defined as the problem of adequately representing and inferring information about the knock-on and indirect effects (also known as ramifications) that might accompany the direct effects of an action or event. The ramification problem has not yet been examined in correlation with Web services and the effects it may have on their description and formal specification.

Let’s take a look at a simple example. Suppose that we want to create a formal specification for a service that withdraws a specific amount of money from a bank account associated with a credit card. This specification should include the required inputs and preconditions for the service to execute correctly, as well as the expected outputs from a successful execution and the postconditions that must be held. Let’s focus on the preconditions and postconditions of the money withdrawal service. A precondition that should hold before the service begins execution is that the balance of the client’s account should at least be equal to the amount of money about to
be withdrawn. Moving on, let’s say that the bank our service works with imposes a limit for the amount of money an account holder can withdraw in a day. If the limit has been reached, the account is banned for the rest of the day. Based on that, we should add another precondition that makes sure that the account is not banned when the service is executed. As far as postconditions are concerned, a successful execution means that the new balance is equal to the old one minus the amount of money withdrawn. Also, the total money withdrawn for the day should be increased by the same amount. Table 4.1 shows a possible first-order logic encoding of the preconditions and postconditions we expressed here in natural language. The unprimed/primed notation is used to refer to predicates and functions calculated immediately before and after the execution of the service, respectively. We use the variable $A$ to denote the amount of money that will be withdrawn.

<table>
<thead>
<tr>
<th>Preconditions</th>
<th>Postconditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{balance}(\text{account}) \geq A \land \text{Valid}(\text{creditCard}, \text{account})$</td>
<td>$\text{balance}'(\text{account}) = \text{balance}(\text{account}) - A \land \text{withdrawalTotal}'(\text{account}) = \text{withdrawalTotal}(\text{account}) + A$</td>
</tr>
</tbody>
</table>

Table 4.1: Pre/Postconditions for the Money Withdrawal Service

At first glance, one would assume that this is a complete specification that can be used for all intents and purposes. However, the definitions of the frame and ramification problems tell us the opposite. If we employ the solution to the frame problem presented in [7], then the specification would be transformed as shown in 4.2. Essentially, we’re expressing that the $\text{balance}$ and $\text{withdrawalTotal}$ functions change only when the MoneyWithdrawal service has executed given the particular account as input as well as the amount of money to withdraw. The predicate $\text{Valid}$ doesn’t
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change in any case.

|| Preconditions |
|----------------|
| balance(account) ≥ A∧ |
| Valid(creditCard, account) |

<table>
<thead>
<tr>
<th>Postconditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>balance'(account) = balance(account) - A∧</td>
</tr>
<tr>
<td>withdrawalTotal'(account) = withdrawalTotal(account) + A</td>
</tr>
<tr>
<td>∀α, ∀x[(balance(x) ≠ balance'(x)) ∧ Occur(α) ⇒ α = MoneyWithdrawal(x, A)]</td>
</tr>
<tr>
<td>∀α, ∀x[(withdrawalTotal(x) ≠ withdrawalTotal'(x)) ∧ Occur(α) ⇒ α = MoneyWithdrawal(x, A)]</td>
</tr>
<tr>
<td>∀α, ∀x,y[Valid(x, y) ≠ Valid'(x, y) ∧ Occur(α) ⇒ false]</td>
</tr>
</tbody>
</table>

Table 4.2: Pre/Postconditions w/ Change Axioms for the Money Withdrawal Service

However, this specification, while solving the frame problem has precluded any indirect effects that may result because of the effects of the service execution. For example, suppose that there is a limit to the amount of money that the client can withdraw during a day and if it is surpassed the credit card associated with the account is temporarily made invalid. Thus, a ramification of the increase in the total amount withdrawn from the account due to the execution of the service is that if the daily limit is surpassed, the credit card must be temporarily made invalid. However, this goes against the change axiom that was included to address the frame problem, which states that the Valid predicate remains unchanged after the successful execution of the service. One can think of many other ramifications, so it is imperative to find a solution of expressing such indirect effects while at the same time being consistent with a solution to the frame problem.

Ramifications must be included in a service specification since the service consumer must be aware of all (direct and indirect) effects of the service execution. This is particularly important in service compositions, as the lack of knowledge of an indi-
rect effect may lead to the assumption that a composition is valid and correct while that particular effect may contradict a precondition of another participating service, leading to an inconsistent composite service. For instance, in our running example, if we are unaware of the ramifications of the service, then we can assume that we can sequentially compose two executions of the Money Withdrawal service and result in a composition that is always correct and executable. This is not the case, however, if the first execution leads to the credit card being rendered invalid because the daily limit has been reached.

A first step towards the direction of addressing the ramification problem in Web services is to identify the cases in which the problem makes its appearance, to examine the effects it may have and to assess the severity of them. Then, it would be interesting to examine whether previous solutions for the ramification problem that have been presented in other research areas could be adapted to work in the case of Web services. Such solutions include but are not limited to McIlraith’s solution [56] in the situation calculus and Shanahan’s solution [79] in the event calculus.

4.1.2 Addressing the qualification problem

The second challenge is similar in spirit to the first one. It involves addressing the qualification problem in Web service specifications. From its definition in Chapter 2 one can derive many correlations to the case of Web services. First of all, updating qualifications when new statements become part of our knowledge is something very common in the ever-changing world of Web services. This facet of the qualification problem is closely related to the adaptation qualities of a Web service framework. Hence, a solution to the qualification problem for Web service specifications would involve adapting such specifications whenever new knowledge is acquired, maybe due to new services becoming part of the repository at hand or due to the service provider modifying a specification.

Moreover, the qualification problem becomes very interesting in the case of com-
composite service specifications. It is interesting to explore how the introduction of a
new service in a composition schema (either as a replacement to an existing one that
failed or by modifying the workflow of the schema itself) affects the qualifications
of the services already participating in the composition. It is even more challenging
to address such questions not at design-time, but at run-time, when the composite
service is being executed and monitored.

Let’s return to our running example to see how this applies to the case of Web
service specifications. Given the initial specification in Table 4.1, suppose that now
we are told that there is an initial period after the initial activation of a credit
card when it cannot yet be used for purchases (i.e. no money can be withdrawn),
in other words a card cannot be valid and at the same time be in a provisional
state. This new knowledge (that can, for example, be expressed in first order logic
as ¬(Valid(creditCard, account) ∧ Provisional(creditCard, account))) must be as-
similated in the existing service specifications, leading to the derivation of new qual-
ifications, if necessary, while at the same time taking care so that the resulting is
not logically inconsistent. If the new knowledge is derived from a new participating
service in a composition schema and leads to inconsistencies, this means that this
addition can’t be approved and another service must be found to be included in the
composition.

A similar strategy to the one mentioned in the previous subsection could be fol-
lowed while attempting to address the qualification problem. McIlraith’s work [56]
also involves the axiomatic formalization of a solution to the qualification problem.
Kvarnstorm and Doherty [48] offer a solution based on their so-called fluent depen-
dency constraints, while Thielser [83] examines the problem from the viewpoint of
intelligent agents in open environments.
4.1.3 Automatic derivation of composite specifications

The final challenge of this section serves as a bridge between service description and service composition. While service description frameworks attempt to describe service compositions using a variety of composition models ranging from orchestrations to choreographies to Finite State Machines, no framework (to the best of our knowledge) attempts to handle the problem of automatically producing specifications for a composite service, based on the specifications of the participating services. The same is true for automated Web service composition approaches: while each and every one of them offers a way of automatically or semi-automatically producing the composition schema, the control flow and data flow of the composite service, none attempt to derive a complete specification of the inputs, outputs, preconditions and effects (IOPEs) that should be provided to a service consumer.

The composite specification is directly linked to the composition schema and the workflow patterns that describe the control flow and data flow between participating services. Automatically deriving the IOPEs of a composite service should be based on the way the services are orchestrated together. The naive way would be to expose the preconditions of the first services executed as the preconditions of the composite service, and the postconditions of the last services executed as the postconditions of the composite service, leaving everything else as internal knowledge that shouldn’t be delivered to the requester. This may be true in some cases, but it can’t be used as a general practice. The following simple example illustrates that.

We want to compose service I and service A. Service I is the identity service, which outputs whatever is passed to it as input. Both the precondition and the postcondition of the identity service are true. Service A is a generic service, with precondition PreA and postcondition PostA. If we compose I ; A, according to the naive solution, the precondition of the composition is always true and PreA is not exposed in the composite specification. Similarly, if we compose A ; I, the postcondition of the composition is always true and PostA is not exposed in the composite
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specification. However, common sense dictates that in the first case the precondition
of the composite service should be PreA and in the second case the postcondition
should be PostA. Hence, the naive solution doesn’t work in the general case.

On the other hand, a trivial solution would be to expose the full set of precondi-
tions and postconditions of all participating services. This, however, wouldn’t scale
well to large compositions consisting of many complex services. Thus, a middle-
ground solution should be explored: composite specifications have to reveal some
part of the specifications of some of the internal services. The challenge is to decide
what should be included and what should be left out. Similar issues have been raised
in programming language specifications and as evidenced by the work of Gries [36],
Hoare logic, weakest precondition and the Craig-Lyndon interpolation theorem should
give insight to the issue of the automatic derivation of composite specification.

The derivation of composite specifications can be proven very useful since such
specifications can be used as complete formal descriptions of what the composite ser-
vices are offering to consumers in terms of functionality and under what circumstances
such functionality can be achieved. This will promote and facilitate the reusability of
composite services. Such specifications would also be of great assistance, when one
attempts to deduce whether a set of services can actually be composed in a meaningful
way. If inconsistencies are detected during the process of automatically creating the
composite specifications, then the set of services is not composable and a replacement
should be found for the service or services that cause the inconsistencies.

4.2 Automated Web Service Composition

Chapter 3 ended with a comprehensive comparison of the most important approaches
that attempt to handle the problem of automated Web service composition. The
comparison was presented in a series of tables that prove very useful when it comes
to identifying research challenges and open issues to the general problem at hand. In
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this section, we will briefly summarize the research challenges that were derived from the state of the art survey and comparison we conducted. Notice that we exclude any discussion about the requirement of adaptivity. We consider service adaptation to be a research area with many interesting directions that are nevertheless out of the scope of this survey.

4.2.1 QoS-Awareness in AI Planning techniques

When examining Table 3.3 with regard to QoS-Awareness, one can deduce that while it has been explored (adequately or not) in several categories of approaches, it has been largely ignored in the case of AI planning. The only AI planning effort in the state of the art survey that deals with QoS is the work of Zeng et al. [88]. This work however, as it can be seen in Table 3.2 fails to meet very important requirements such as support for non-determinism and partial observability as well as scalability and domain independence.

Apart from this discussion, introducing QoS-awareness in AI planning techniques involves making at least three fundamental decisions. The first decision is to choose a planning technique which will then be adapted to be QoS-aware. The comparison tables can again be useful to making that decision as we can choose a technique that has shown promising results in meeting the rest of the requirements that we have set for automated Web service composition. Planning as model checking is one such technique, as it is the only one that addresses the issues of nondeterminism and partial observability.

A second decision involves the QoS model that will be employed. Rather than creating one from scratch, a preexisting one could be used, as long as it satisfies some important requirements such as being expressive, formal and fine-grained, as well as being based on Semantic Web concepts. A choice that could be explored is integrating the work of Kritikos and Plexousakis [46] which extends OWL for QoS-based Web Service Description and Discovery. It would be interesting to examine how OWL-Q
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can be used to make a composition framework based on AI planning QoS-aware.

Another important aspect is to decide on which phases of the composition process will the QoS characteristics be applied and the effects of that application. For example, introducing non-functional characteristics in AI planning techniques may assist in speeding up the plan generation by limiting the search space when excluding services that don’t meet preset QoS thresholds. However, it may also do the exact opposite if we include QoS criteria in the plan goal, since it will make the goal more complex and harder to satisfy. It is apparent that introducing QoS-awareness is a rather challenging task.

4.2.2 Dynamicity in AI Planning techniques

As is the case with QoS-awareness, dynamicity is another requirement that hasn’t been adequately explored in AI planning techniques. The vast majority of them produce a static composition schema (the generated plan) without exploring the case of run-time composition where composition schemas are abstract and are only made concrete at run-time. The only exceptions are the works of Peer [70] and Klusch et al. [44] which have some notion of dynamicity through the use of replanning. Peer uses it to recursively generate plans that are incrementally closer to the required goal. This introduces some level of dynamicity but only at design time.

On the other hand, Klusch et al. use replanning whenever an agent detects that a service’s preconditions have been violated during the execution of a plan. The replanning module is informed of the position of the error at the plan and tries to fix the problem by searching for an alternative path in the connectivity graph from that position onwards. To reduce the search space, unnecessary services can be blocked to avoid a complete preprocessing phase.

Klusch et al.’s effort is a step in the right direction, however, as is usually the case, it lacks many other important features, such as support for nondeterminism and partial observability, QoS-awareness, scalability and any proof of correctness. It
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should be challenging to explore how dynamicity at run-time via replanning can be applied to planning techniques that support most of these features, such as planning as model checking. Thus, the advantages of both approaches could be combined to result in a composition framework that achieves most of the composition requirements we have set.

4.2.3 Scalability

A major drawback in most (if not all) automated service composition techniques is the lack of scalability. This has been one of the reasons (maybe the main one) behind the fact that the industry has yet to adopt any of the approaches presented by research communities, choosing to adopt manual composition techniques based on BPEL which has proven to be effective and scalable. It is a fact that most of the techniques presented in this survey work well in theory but there is no substantial evidence that they work in real-life composition problems. Although many approaches explore scalability issues and present examples that are borrowed from real-life scenarios, true scalability still remains an open issue, as it is usually artificially obtained by severely limiting the scope of the composition problem.

Choosing a subset of the problem in order to achieve scalability is not considered by definition wrong. In fact, it is reasonable to explore what is the cause of the lack of scalability and try to remove that cause. However, this should be done only after evaluating the significance of limiting the approach in that way. Achieving scalability but at the same time crippling the overall applicability of the approach is obviously unreasonable since the advantage offered by the former is canceled by the effects of the latter. The tradeoff between scalability and applicability is as fundamental as it is challenging.

Realizing scalability, dynamicity and QoS-awareness in automated Web service composition (the three challenges that were presented in this section) may be the necessary incentive for the industry to consider adopting such techniques for the
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composition of Web services. The advantages offered by an approach that satisfies all the requirements that we defined in the beginning of Chapter 3 far outweigh the disadvantages that one can think of such as the lack of expertise on SOA technologies in the industry and the extra training that may be required for traditional service experts. Of course, the eventual adoption of such an approach by the industry also depends on the availability of semantically-enabled Web services and the existence of effective discovery techniques for such services which are the main concerns that were identified in a recent industry survey performed by the S-Cube consortium [33].
Bibliography


BIBLIOGRAPHY


